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ABSTRACT

Conventional face recognition methods usually assume the possession of multiple
samples per person (MSPP) available for classification. This assumption however,
may not hold in many practical face recognition applications since only single sample
per person (SSPP) is available for enrollment. The scarcity in numbers of training
sample could deteriorate the reliability of many popular face recognition methods.
Thus, in this thesis, a novel semi-supervised face recognition approach is proposed to
address the SSPP problem by effectively extracting the inherent information in face
image through local ensembles strategy. A Spiking Neural Network (SNN) based
classifier called Coincidence Detection SNN (CD SNN) is proposed which identifies
the synchronization between input spikes and at the same time employs the
psychophysically-relevant feature selection through synaptic time constant prediction
(z4 Prediction) as bias for more accurate face classification. The CD SNN classifier is
built on top an improved Zero-Order Spike Response Model (SRMy), utilizing spike
time approximation using the proposed Output Spike Time Prediction (OSTP)
approach for faster computation. The classification is then performed on more
efficient and compact image representations acquired through SNN Face Descriptor
(SNN FD). Comparisons with several state-of-the arts methods using several popular
face datasets reveal that the proposed method can achieve equivalent performance
under SSPP constraints, and in fact on several occasions, delivers significantly better
performance than existing methods. Additionally, through a survey, it is found that
proposed method performs better than human in SSPP face recognition. Based on the
same survey, assessment on the difference of feature selection between human and
proposed method is also presented.

i



. .S‘ :"1 |

IS Grial) a e Slis sus SDael o7 Lo sole i) asgll Jo 2l G b
Ahaadl Ol o il (3l Y 8 1Y) s OF p6 MSPP e
chemadl) a=le SSPP axz U L sy s O s ogmgdl Lo 2l
gl e Gl Bl e el B Ul S5 OF (S8 oyl 23U slasl (3 2
bl ogogll o Ol agomgn ad 580 B b FaE o) 1 (3 JULy L2l
& 2l Slogndd Jlab ool gb oo ased (SO a L Sl da)l e
hras Oless 808 Lal Fadly S Olesed domdlinl o e a5
o A sas @y CD SNIN gilad) (sl o Ciias J) s SNIN
alall o5 dorgdgdl) dwdd) Sl Jlas] e fomr 31 e (39 8,0 oMl
WU sbled T, Prediction el e3g s M e SKidly 05l shes
z3s¢ el Je 50 CD SNN Gl s 35 Y1 and)l Gurad s
Syl gl w3 e sl SRMg U510 Gl sy ks
o El Dbl Jany OSTP 2o i) a1 31l aaf) w35l 2y plasisal,
Dlgp I e i BLST ST 5 A2 oo DUl e Chad cx] o ¢
Sl Basl e addl o objlis SNIN FD sl 240l 2aall LU
Gt eSs am il ag o) OF e CraSS ol dntd DUl Olesast Sie aldszal,
o 5SS Juadl sl e SV dae (3 w3l (35 SSPP ae 508 o F 3G (1T
and Al 4 bl OF s danlll O e (elld ) BLoYL s gl ol el
e S By e Dt e o) e ) (3 OLY) e Jai o]
A o el @ o) e oo @i @ ) i ) Il

EVRVAUR- PRSI

il



APPROVAL PAGE

The thesis of Fadhlan Hafizhelmi Kamaru Zaman has been approved by the following:

Amir Akramin Shafie
Supervisor

Yasir M. Mustafah
Co-supervisor

Nahrul Khair Alang Rashid
Internal Examiner

Dino Isa
External Examiner

Hadzli Hashim
External Examiner

Md. Yousuf Ali
Chairman

v



DECLARATION

I hereby declare that this thesis is the result of my own investigation, except where
otherwise stated. I also declare that it has not been previously or concurrently

submitted as a whole for any other degrees at [IUM or other institutions.

Author Name: Fadhlan Hafizhelmi Kamaru Zaman

Signature...................... Date



INTERNATIONAL ISLAMIC UNIVERSITY MALAYSIA

DECLARATION OF COPYRIGHT AND AFFIRMATION
OF FAIR USE OF UNPUBLISHED RESEARCH

Copyright ©2015 by Fadhlan Hafizhelmi Kamaru Zaman. All rights reserved.

SINGLE SAMPLE FACE RECOGNITION USING A NETWORK OF
SPIKING NEURONS

No part of this unpublished research may be reproduced, stored in a retrieval
system, or transmitted, in any form or by any means, electronic, mechanical,
photocopying, recording or otherwise without prior written permission of the
copyright holder except as provided below.

1. Any material contained in or derived from this unpublished research may
be used by others in their writing with due acknowledgement.

2. IIUM or its library will have the right to make and transmit copies (print
or electronic) for institutional and academic purposes.

3. The IIUM library will have the right to make, store in a retrieval system
and supply copies of this unpublished research if requested by other
universities and research libraries.

Affirmed by Fadhlan Hafizhelmi Kamaru Zaman

Signature Date

vi




This thesis is dedicated to my beloved mother, father, and wife for their continuous

love, support and prayers

vii



ACKNOWLEDGEMENTS

First of all, I would like to express my utmost heartfelt gratitude to the almighty Allah
swt. for granting me the ability to successfully finish my doctoral thesis. My foremost
appreciation goes to Assoc. Prof. Dr. Amir Akramin Shafie, my supervisor, for his
academic guidance and many other supports throughout my doctoral study. This thesis
could not have been successfully completed without his guidance, insightful
instructions, and constructive criticism throughout my research. He is a model of
teacher and a supervisor besides a perfect academic advisor. Over the years, I have
learned from him not only effective research approaches and good study habits, but
also academic writing and an optimistic, positive attitude. I also thank another
supervisor of my doctoral research, Dr. Yasir M. Mustafah for his invaluable guidance
towards completion of my thesis.

Special gratitude goes to respected Deputy Dean, Postgraduate and Research
Prof. Erry Yulian Triblas Adesta, and Postgraduate coordinator, Assoc. Prof. Dr.
Nahrul Khair Alang Md. Rashid for their comments and guidance from time to time
which made me able to finish my thesis on time. Special thanks also go to Universiti
Teknologi MARA (UiTM) especially to the Fakulti Kejuruteraan Elektrik (FKE) for
awarding me the scholarship throughout my period of study. My doctoral study will
not be completed without their assistances.

I would like to thank my doctoral thesis examiners, Prof. Dr. Dino Isa, Assoc.
Prof. Dr. Hadzli Hashim, and Assoc. Prof. Dr. Nahrul Khair Alang Md. Rashid for
their fruitful feedback and ideas. Their time, thoughts and opinions are instrumental
vis-a-vis the accomplishment of my thesis.

I am also heavily indebted to my parents, Kamaru Zaman Bin Asli and Robiah
Binti Embong, and my dearest wife, Wan Noraini Binti Wan Razab, as well as my
beloved children, Umar Abdul Aziz and ‘Amrul Faateh for their continuous profound
support and concern. My graduate studies would not have been possible without their
support, and to my colleague Khairul Affendi, I am thankful for his co-operation and
lending me helping hands during my study period. I am also deeply grateful to my
other family members, friends and colleagues who either directly or indirectly helped
me to accomplish my research successfully.

viii



TABLE OF CONTENTS

ADSEIACE ..ttt ettt e et e et e et e e st e e naeeeeas il
ADSETACE TN ATADIC....ceiiiiiiiiiieeeiee ettt il
APPIOVAL PAGE ... et e v
Declaration PaGe...........oiiiiiiiiiiiiiie e e v
COPYIIZNE PAGE ...ttt e ettt e e e et e e e et eeeeennaeee s vi
DIEAICALION ..ttt et ettt e e saaeeeas vii
ACKNOWIEAZEMENLS .......eiiiiiiiiieeiiiie et e e et e e e ebaaeeeenes viii
LSt OF TabIES....eeeiiiiiiiieeiiee e Xiii
LSt OF FIGUIS ...vviiieiiiiiee ettt ettt e e et e e e et e e e enbaeeeeenenas XV
List Of ADDIeVIAtiONS .....ccouviiiiiiiiiiiiieiiie et XX1
CHAPTER ONE: INTRODUCTION ....cccueiiruirssuicssencsessssnssssscssesssssssssssssssssssssssnns 1
L1 INErOAUCHION ...ttt 1

1.2 Learning from Limited Samples ..........cccceiiiviiiiiiiniiiiieeiieeeeeee e 5

1.2.1 Bias Learning and Feature Selection..........cccccceeviieiniiiniieenineennne 6

1.3 Human'’s Intelligence in Machine Learning ............ccocceeveieiniieeniieenineenne 9

1.4 Significance of biologically-plausible methods............cccocveeniiiniinnnnn. 11

1.5 OVerview Of SNIN ...o..iiiiiiiiiie e 14

1.6 Problem Statements ...........coovueiiiiiiiniieeiie e 15

1.7 ReSearch ODJECTIVES ......eeeerriuiiieeeiiiieeeeiiieeeeiiee e e et e e e e e e e eiraeee e 16

1.8 Research PhiloSOPhies ........c.uuvieeiiiiiiieiiiieeeeiiee e 16

1.9 RESEAICH SCOPE ...vvieeiiiiiiieeiiiiee ettt et e e e e 17

1.10 Expected OULCOMES .....ceceruiiiieeeiiiieeeeiiieeeeiieeeeeieeeeeeraeeeeeereeee e 17

1.11 Research Contributions..........eeeruveeeriieeeniiieenieeenieeeriee e 19

1.12 Research Methodologies........cccovviiieieiiiiieeeiiiee e 19

1.13 Thesis Organization..........cc.ueeeeeruieeeeeriiieeeeiiieeeeeiieeeeesreeeeeennreeeesennes 22
CHAPTER TWO: LITERATURE REVIEW .....uiiiniinnninneccssessssessssncsnenes 23
2.1 INErOAUCION ...ttt e e 23

2.2 Spiking Neurons: A Background Theory ...........cccoeeeuiiiieeniiiieeeniiieeeeee, 25

2.2.1 Spike Trains and Action PotentialS ............ccoocueeeviiiiniiiiniieeniieenne 25

2.2.2 Excitatory and Inhibitory Synapse ..........cccceeeeevvieieeiiiieeeeniiiieeens 29

2.2.3 Synaptic EffiCaCY ...ocovviiiiiiiiiiieeeeeee e 31

2.2.4 Synaptic Time CONStaANL.......ccuvvieeeriiiireeeiiiieeeeiiieeeeeiieeeeeiireee e 32

2.2.5 Summary on Spike Firing.........cccoeeviiiiieniiiiiiieniiiee e 32

2.2.6 Learning using Neurodynamics Parameters ............ccocceevuveenuneene 33

2.3 Spiking Neural NetWorki..........cooooviiiiiiiiiiiiiiiiieee e 35

2.3.1 SNN Advantages over ANN .......ccoooiiieeiiiiiieeeniiiiee e e eeireee e 35

2.3.2 Applications OF SNN .......cooiiiiiiiiiiiiiiie e 37

2.3.3 Current Issues 0f SNN .......coiiiiiiiiiiiie e 39

2.4 Models of Spiking NEUIONS ........cccuuiieeeiiiiiieeeiiiieeeeriiiee e e e e 40

2.4.1 Hodgkin-Huxley Model............ccooviiiiiieniiiiiiiiiee e 41

2.4.2 Leaky Integrate and Fire Model............cccceviiiiiiiiiiniiiiieeiieeee 42

X



2.4.3 Spike Response Model .........c.eeeveeiiiiiieeiiiiiieeiiiiee e 44

2.4.4 Zero Order Spike Response Model .........cc.eeeeeriiiiiiiiiiiiieeniiieeene 46

2.5 Learning Methods...........oiieiiiiiiiiiiiie e 47
2.5.1 Time as Basis for Information Coding.............ccccceeeviiuirreeniinieeenn. 49
2.5.1.1 Rate Coding .......coeeeviuiiieeeiiiiiee ettt 51

2.5.1.2 Pulse CodiNg .......ceeeiiuriiieeiiiiieeeiiiiee et e e 51

2.5.2 Rate Coding vs. Pulse Coding ...........cceevvviiiieiiiiiieeniiieeeeiiiee e 54
2.5.3 Unsupervised SNN Learning Methods............ccccceeeeviiiiieenniiieeen. 56
2.5.3.1 Synaptic PIastiCity.........cccoeuiireeriiiieeeiiieee e 57

2.5.3.2 Synaptic-Time Dependent Plasticity.........ccccceevuieenineennnen. 58

2.5.3.3 Synaptic Activity Plasticity Rule..........ccccovoviiniiiiniiennnnn. 62

2.5.4 Supervised SNN Learning Methods............cooeviiiiiiniiiiieeniiiieeens 64
2.5.4.1 SPIKEPTOP...ciiiiiiiieeeeiiie et 64

2.5 4.2 RESUME ....ooiiiiiiieiiece et 66

2.5.4.3 Supervised Learning in Multilayer SNN...........ccoovvieeennne. 67

2.5.4.4 Other Recent Supervised Learning Methods...............c........ 69

2.6 Spike as Coincidence DeteCtOr..........ueeeruriiieeriiiieeeiiiiee e 70
2.7 SNN Network ArchiteCture........covveeiriieiiiiieiiieeeieeeeee e 72
2.8 Related Works on Face Recognition .............ccccueeeeeriiiieeeniiieeeeiiiee e, 74
2.8.1 Prominent Face Recognition Approaches ............cccceecvvveeerinreeeenne 75
2.8.2 Face Recognition under SSPP constraints............cceeevueeerueeeniineene 79
2.8.3 Face Recognition using SNN.........ccccoiiiriiiiieeniiiiee e 83
2.8.4 Feature Selectivity and Bias in Face Recognition..........c....cceueeen. 86
2.8.5 Summary on Face Recognition Methods...........c.ccceevvviiiieniiiinnenn. 90

2.9 Chapter SUMIMATY ........uviiieiiiiieeeeiiiee et eeeeeiieeeeeribeeeeesiareeeeeneaaeeeeennes 92
CHAPTER THREE: SSPP FACE RECOGNITION.....cccccetttiiiiiinnnnnnnnnnnnnnenneennens 95
3.1 INErOAUCHION ...t 95
3.2 Overview of Proposed Method ...........ccccciiiiiiiiiiiiiiiiiceeeee e 96
3.3 FACE Datasels.......eeiieiiiiiiiiiiiee et 97
3.4 Overview on SSPP Performance Degradation............c.ccccvveeeenvireeennnnee. 101
3.5 Survey on Human’s SSPP Face Recognition...........ccccceevuvveeeeniineeennnnee. 105
3.5.1 Human Performance from SSPP Survey.........cccccoviiiiiiinniinennn. 105
3.5.2 Feature Selectivity from SSPP Survey.........cccoeeieviiiiiiiniiiienens 107

3.6 Face Recognition Using Local Approach..........ccceecvveiiviiiiiiiiniiieeenee, 109
3.6.1 Proposed Local Approach...........cccceeeeeeiiiiiiiiiiiieeeeiiiieeeeiieee e 110
3.6.2 Locally Lateral Subspace Strategy.........ccceeeevviiiiieniiiiieeeeiiiieeens 112
3.6.3 Classification using Local Ensembles Strategy ............ccccccvveenne. 115
3.6.4 Size of Local Patches in Local Ensembles Strategy ..................... 117
3.6.5 Size of Neighborhood in soft A~NN........ccceeiiiiiiiiiniiiiieieeeee 119

3.7 Experimental Proofs on Feature Selection............cccccoeeevviiiiieiniineeennnee. 120
3.8 Proposed Feature Selection.............ceevvuiiiieeiiiiieeeiiiiee e 123
3.9 Experimental ReSults..........c.c.cooeviiiiiiiiiiiiiiiiccee e 128
3.9.1 Local vs. Holistic Approaches ...........c.occcuveeeeiiiiiieeniiiieeeeiiieeene 128
3.9.2 Human vS. COMPULET.........uuvrieeeeeriiiiiiiiieeeeeeeesiiiiieeeeeeeesnninneeeees 130
3.9.3 Feature Selection vs. No Feature Selection...........ccocceeeviveennnenns 132
3.9.4 Discriminants DiStribution............cocceeevuieeniieiniieeniiieniieeeeeen, 135
310 DISCUSSIONS. ..ceeuetieeitieeniiieeeitee ettt e ettt e ettt e et eeribee e st e e s e e sebeeesabeee e 137



3.11 Chapter SUMMATY .........ccocviiieeriiieeeeriiieeeeeirieeeesiteeeeesireeeeenebeeeeeeneeas 140

CHAPTER FOUR: COINCIDENCE DETECTION USING SNN ......cccccvvvvvnns 142
4.1 INErOAUCTION ...ttt ettt et e e 142
4.2 Coincidence Detection OVETVIEW ..........eeevueeeriiieeiniieeeniiieeniieeesieeenieeens 142

4.2.1 Multiple Cases of COINCIAENCES.......eeeeeruviieeeiiiieeeeiiiieeeeiieeeens 145
4.3 Relationships between Learning Parameters .............ccccceevviiieeenniineeennn. 145
4.3.1 Regions of Firing and non-Firing............cccccoeeviiiiinniiiiiinniieeens 147
4.4 Output Spike Time Prediction...........eeeeeriiieieiiiiiiieeeiiiee e 150
4.4.1 Performance Analysis Of OSTP .......c.coooviiiiiiiiiiiiiiiieeeieee e 154
4.5 Classification by Local Coincidence Detection.............cceevvvieeerinineaennss 156
4.5.1 Output Spike 0f CD SNN ......oiiiiiiiiiiieeiiiie e 160
4.5.2 Output Spike Interpretation: Comparison with L1 norm............... 163
4.6 Coincidence Detection SNN Learning ProcedureS.............ccccoeeviiineennn. 165
4.6.1 Learning by Supervised STDP..........cccoooiiiiiiiiiiiiieeiiieeeeiieee e 167
4.6.2 Learning by Synaptic Time Constant 7 Prediction...................... 169
4.7 Experimental Results and DiSCUSSIONS ........ccevrviiereriiiieeeriiiieeeeiiieeeene 172
4.7.1 Experimental SEtup .........ccooccuiiieiiiiiiieeiiiee e 173
4.7.2 Experimental Results...........ccceeeiiiiiiiiiiiiiiieeiiee e 174
4.7.3 Convergence ANALYSIS .......ccccueeeeeriiiieeeriiieeeeriiieeeesiieeeeeniaeeeeenes 177
4.7.4 Discriminants from Learning Parameters............c.ccccvveeeeniieeeennn. 180
4.7.5 Performance of 74 Prediction with different spike codings ........... 183
4.7.6 Parameter ANalySiS.......c..oeeeeiiiiieeiiiiieeeiiiiee e 186
4.8 Chapter SUMIMATY ......ccuvviiieiiiiieeeeiiiieeeeeiieeeeeiaeeeeeareeeeenebaeeeeennnaeeaeenes 189

CHAPTER FIVE: DIMENSIONALITY REDUCTION USING SNN....cccceveeees 191
5.1 INtrOAUCHION ...ttt 191
5.2 Overview on Dimensionality Reduction and Face Descriptor................. 191
5.3 Proposed SNN Feature DescCriptor...........eeeeruiiereeriiiieeeeniiieeeesiieee e 193
5.4 Experimental Results and DiSCUSSIONS ........cccveeeeeiiiiieeriiiiieeeiiiee e, 199

5.4.1 Tuning the Optimal SNN FD Parameters............ccccccuvveeernnrieeennne 199
5.4.2 Experimental SEtUP .......ccceeeviiiieiiiiiieeeiiiee et 201
5.4.3 Experimental Results..........cccoeieiiiiiiiiiiiiiiiiiieceeiee e 203
5.4.4 Parameter ANalysiS..........cooviuiiiieiiiiiiieeiiiiiee e 206
5.4.5 Efficiency of SNN FD Projections.........cccceeeevuieeeeniiiieeenniieeeens 212
5.5 Chapter SUMMATY .........ccooiiiiiieeiiiiiee et ee et et e e e e sbaee e e e 215

CHAPTER SIX: PERFORMANCE EVALUATIONS ....cccttttiiiiiiinnninnnnnnnneeneeenes 218
6.1 INtrOAUCHION ....coouiiiiiiiiieiiicee e 218
6.2 Comparison with Prominent Approaches in Face Recognition............... 219

6.2.1 Experimental SEtUP .........ccoeviiiieiiiiiiieeiiiiiee et 219
6.2.2 Robustness against EXpressions...........occveeeerivieeeeniiieeeesnnieeeennns 221
6.2.3 Robustness against Disguises (Partial Occlusions)....................... 222
6.2.4 Robustness against POSES...........ccccviiiieiiiiiiieiiiiieeeeiiiee e 224
6.2.5 Robustness against [IIuminations...........cccceeeeeeieeeeniiiieeenniieeeens 225
6.2.6 Robustness against Ae ..........eeeerrviieeeniiiieeeeiieeeeeiieeeeeieeee e 226

Xi



6.2.7 Robustness against Random Occlusions ............ccceeevvveeerniiieeennss 227

6.2.8 Robustness against Random NOIS€ ...........eeeeviiiiieeniiiiieeniiieeens 228
6.2.9 Average Performance on All Tested Variations ..........c.cccevueene. 230
6.3 Comparison with State-of-the-art Methods ............ccccceevviiiiieiniiieeennnee. 231
6.3.1 Comparison with Local SOM Method ............ccccoeeviiiiiiinniinnnn. 231
6.3.2 Comparison with Partial Distance Measure..............ccccceeeruvreeeenne 232
6.3.3 Comparison with Sparsity Preserving Discriminant Analysis and
Double Linear REgression ..........eeeeeuviiieeriiiieeeniiiieeeiiieeeeriieee e 233
6.3.4 Comparison with Discriminative Multimanifold Analysis............ 235
6.4 Comparison with Supervised Methods............ccceeeviiiiiiiiiiiiiiiniiieeeee, 236
6.4.1 Improving the Computation Speed ...........ceeevviiiieeniiiieeeniiiieeens 236
6.4.2 Accuracy and Computation Time Evaluation...................ccceeen. 239
6.5 DISCUSSIONS ...eeeuiiiieiiieeriiie ettt ettt et e st e e st e e st e e sabeee e 241

6.5.1 Robustness against Different Number of Unseen Test Samples ...245
6.5.2 Robustness against Different Types of Variations in Training Set246

6.5.3 SSPP vs MSPP using Proposed Method.............ccccociiiiiiniiiinnnnn. 248

6.5.4 Performance on SSPP Survey Set.........cccceeeiiiiiiiiiiiiiiiiiiiieees 250

6.6 Chapter SUMMATY ..........ccoiiiiiiieiiiiiieeerieee et e et e e e e ebaee e e 250
CHAPTER SEVEN: CONCLUSIONS ...cccoevttensuriessaniessasssssanssssassssssssssssssssssassss 251
7.1 CONCIUSIONS .....eviieeeiiiiie e ettt ettt e e ettt e e e et e e e et e e e ennbaaeeeennnes 251

7.2 Recommendations and Future Work.............ccccoiviiiiiiniiiiiiiieee 256
REFERENCES ......coooiiiiiiiii ettt ettt e 258
APPENDIX A: TWO-STAGE NORMALIZATION PROCEDURE....................... 278
APPENDIX B: CALCULATION FROM (4.8) TO (4.9) ceeovvveeeiieeeieeeeeeeeee e 281
APPENDIX C: CALCULATION FROM (4.12) TO (4.19)..ceeeviieeeiieeeieeeieeeee. 282
APPENDIX D: CALCULATION FROM (4.12) TO (4.39) weeeeevieeeiieeeeeeeeee e 283
APPENDIX E: RECOGNITION ERRORS USING RATE CODING..................... 284
APPENDIX F: MULTI-STAGE APPLICATION OF SACO.....cccooeiieeeeeeeeeeeee. 285
APPENDIX G: METHODS OF ACQUIRING TRAINING AND TEST DATA.....286
APPENDIX H: SURVEY REFERENCE IMAGES .......ccooiiiiiiieeeeeeeeeeeeeeeeee 288
APPENDIX J: SURVEY QUESTIONS SET 2..eunieieeeeeeeeeeeeeeeeeeeeeeeeeee e 292

Xii



LIST OF TABLES

Table No. Page No.
1.1 Face variations considered under the scope of research work 18
2.1 Arguments against rate coding and the corresponding supporting

works 56
2.2 Important characteristics of previous works discussed in Chapter Two 93
2.3 Benchmark papers’ results and their experiments’ criteria 94
3.1 Performance of traditional face recognition under SSPP constraints 101
3.2 Performance of face recognition from ORL Dataset 104
33 Difference in performance of face recognition from FERET dataset

between single sample and nine samples 104
34 The performance of human face recognition based on the

conducted survey 106
3.5 Normalized scores for facial features’ importance 108
3.6 Results of local and holistic approach on various datasets 129
3.7 Performance of holistic and local approaches on several types of

variations 130
3.8 Comparison of face recognition accuracy using feature selection and

without feature selection 134
4.1 Equations describing several spike codings used and the associated

NCF, d,, 158
4.2 Different outcomes of weight change in Supervised STDP 167
4.3 Tabular description of SNN experimental setup 175

4.4 Result of face recognition accuracy using CD SNN with Supervised
STDP and t,Prediction 176

4.5 Result of face recognition accuracy using CD SNN trained by
7 Prediction with different spike codings 184

5.1 ACO parameters used 200

Xiii



5.2

5.3

54

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

6.11

6.12

6.13

6.14

6.15

6.16

6.17

6.18

6.19

Optimal SNN FD parameters for all datasets

Tabular description of SNN experimental setup

Face recognition accuracy using SNN FD

Parameters of tested methods

Performance comparison on expressions variations
Performance comparison on disguises (partial occlusions) variations
Performance comparison on poses variations

Performance comparison on illuminations variations
Performance comparison on aging variations

Performance comparison on random occlusions variations
Performance comparison on random noises variations
Performance comparison on all tested variations

Performance comparison against local SOM

Performance comparison against PDM

Performance using 3 samples per subject as generic training set

Performance using 10 and 30 samples per subject as generic
training set

Performance comparison against DMMA
CPU time comparison between proposed method and soft KNN

CPU time comparison between p = 1.0 and fusion approach
withp = 0.1

CPU time comparison between proposed method, ANN and SVM

Recognition performance of AR and JAFFE dataset using different
subsets as generic training data

Performance comparison between proposed method and human

X1V

201

204

205

221

222

223

224

225

226

227

229

230

232

233

234

234

235

237

238

240

247

250



LIST OF FIGURES

Figure No. Page No.
1.1 Illustration on single sample per person problem 3
1.2 [llustration on basic idea of machine learning 6
1.3 Comparison of face recognition performance in the presence and

absence of certain bias 8
1.4 Process flow illustrating general research methodology used in

this work 21
2.1 The first mathematical model of neuron of McCulloch-Pitts model 24
2.2 A model of spiking neuron 28
2.3 The refractoriness in action potential 28
2.4 Synapse as a medium for information transfer between axon of

presynaptic neuron and dendrite of postsynaptic neuron. 29

2.5 The shape of postsynaptic potentials depends on the momentary

level of depolarization 30
2.6 Overall neuronal dynamics showing important dynamics in the process

of action potentials integration and spike firing of single biological

neuron. 33
2.7 Changes in the time of threshold crossing as a result of changing

trainable neurodynamics parameters 34
2.8 Schematic diagram of the integrate-and-fire model based on RC circuit 42

2.9 Schematic showing the definition of SRM, with fixed threshold and
its parameters 48

2.10  SNN spike coding, redrawn from Paugam-Moisy and Bohte (2009) 50
2.11 Spike encoding schemes 50
2.12 Spike train temporal averaging in rate coding 52

2.13  Information coding strategies in the biological neural networks based
on spike timing 52

XV



2.14

2.15

2.16

2.17

2.18

2.19

2.20

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9

3.10

3.11

3.12

The synaptic modifications in form of LTP and LTD in different
preparations

[lustration of STDP process based on Gerstner and Kistler (2002b)
SAPR learning window’s shape in general
The membrane potential u;; for different sets of inputs x,,

Overall representation of feedforward network architecture with
multiple synapses

Reservoir architecture

Examples of 6 Eigenfaces displaying variations exist in the training
sample

Illustration on the general framework of the proposed method

Examples of image from subsets having expression variations and
partial occlusions from several datasets used in this thesis

The azimuth and elevation of the 64 strobes

Average face recognition performance comparisons between SSPP
and MSPP implemented using several methods.

Images of Margaret Thatcher and Marilyn Monroe split into halves

The process of partitioning image into local patches and the assembly

of the LLV

Comparison of peak committed memory and processing time between

holistic, LLS, and SS implementation for LLE, PCA and SOM

2D LLE representations of face images of two subjects with expression

and partial occlusions projected by LLS approach and holistic
approach

Effect of local patch size on the accuracy andspeed of PCA and TM.

Effect of width of overlapping region on the accuracy and speed
of PCA

Effect of neighborhood size, k on the accuracy and speed of PCA
and TM

Process of obtaining two split portions of face by moving the vertical

line

XVvi

58

61

63

71

73

74

75

96

98

100

102

107

111

113

114

118

119

120

121



3.13 Recognition on top portion and bottom portion with downward moving
vertical line for four types of expressions 122

3.14  Position of half-reliability line on faces exhibiting different expressions 123
3.15  Feature selection process applied on generic dataset 125
3.16 Discriminant distribution for face LP under different expressions

obtained from LDA feature selection on LLS vectors reduced by

several subspace methods 127

3.17 Comparison between discriminants distribution obtained based on the
proposed method and Martinez (2003a). 127

3.18 Comparison of face recognition performance between human, holistic
implementations and local implementations of PCA, TM, SVM, SOM,
and LLE 131

3.19  The increase in recognition rate due to proposed feature selection

implementation 133
3.20 The distribution of spatial locations for each facial component w 135
3.21 Comparison on discriminants distribution for each facial components

obtained using the proposed method and SSPP survey. 136

3.22  Average confidence E(c) as contributions from individual LP of LLE
and LLE+FS for scream and scarf subsets 138

3.23 The correct recognition rate as a function of the number of local

patches used for recognition. 139
4.1 Few cases of possible outcomes from coincidence detection on

presynaptic input pair with constant d 146
4.2 [lustration on firing region and non-firing region of a CD neuron 148
4.3 Visualization of function in (4.9) 150
4.4 Visualization of function in (4.19) 153
4.5 Comparisons on the accuracy, processing speed, MSE and number

of floating points operations of OSTP and discrete-time SRM 156
4.6 [lustration of a CD neuron (center) bound to single patch of face

receiving presynaptic inputs bound to locally lateral LP m from

reference face and test face. 157

Xvil



4.7

4.8

4.9

4.10

4.11

4.12

4.13

4.14

4.15

4.16

4.17

4.18

5.1

5.2

53

54

CD SNN classifier evaluating synchronization of two classes of
inputs — reference face k and test face i comprising M CD neurons as
output neurons

Precise spike firing time at a CD neuron by continuous SRM,
discrete-time SRM and OSTP SRM approximation in CD SNN
classification

Comparison of different spike codings that could be used to interpret
the CD neuron’s output with the L1 norm distance of the presynaptic
inputs

Convergence analysis on Supervised STDP and 7, Prediction using
different spike codings

Evolution of output spikes from a CD neuron during Supervised STDP

Learning and 74 Prediction Learning process

Result of learning by supervised STDP with different epochs for
several selected face datasets

Result of learning by 7, Prediction for several face datasets

Comparison of different normalized discriminants obtained from SSPP

survey images with ICA-LDA, t, Prediction and Supervised STDP

Comparison on time needed to train and classify 50 subjects using CD

SNN with different types of spike codings

Different spike codings applied to output spikes of CD SNN fully
trained by 74 Prediction with epoch =1

Correct recognition rate of test samples with respect to different
numbers of generic training classes K used in 7 Prediction learning

Effect of different learning constant A + for training CD SNN using
T Prediction on the recognition accuracy of generic training set and
test set of AR subset D

Perturbation of u,, due to kernel k;; described in (5.1)

Conversion from intensities of 2-dimensional LP to equivalent input
spike train by SNN FD

Network structure of SNN FD with 4 sensory neurons and one FCU
per LP

Illustration on the projection process of single 7 X 7 LP into SNN FD
of' 4 x 3 dimension198

xviii

160

163

165

177

179

180

181

182

185

187

188

188

193

195

196



5.5

5.6

5.7

5.8

5.9

5.10

5.11

5.12

5.13

5.14

5.15

5.16

5.17

6.1

6.2

6.3

6.4

Error surfaces for AR Scarf, AR Scream, and YALE S4 using different
parameters v, and 4, 202

Comparisons between PD and SNN FD of several images from datasets

used 207
Absolute difference between reference image and probe images in PD

and SNN FD 208
SNN FD projections using different values of g and f 208

SNN FD projections using different values of 1. ¢ = 4, f = 3 and
v=45mV 209

Relationship between total number of SNN FD local features and
number of classes within the samples 210

Relationship between correct recognition rates and different
combinations of g and f that yield SNN FD total number of features 211

Relationship between correct recognition rates with threshold and
current regulator 211

Relationship between correct recognition rates and maximum spike
time 212

Comparisons between PD image vector projections and SNN FD,
taken as the first 3 vectors plotted in 3-D space. 213

Comparison between PD image vector projections and SNN FD for 3
subjects from AR dataset exhibiting 5 variations 214

Comparison of confusion matrices at classifier level between PD and
SNN FD 216

Average confidence E(c) as contributions from individual LP of PD
and SNN FD for AR Scream, and Scarf subsets computed using (3.17) 216

Average performance of tested methods on expression variations
subsets as compared to the best performance of proposed method 222

Average performance of tested methods on disguises (partial occlusions)
subsets as compared to the best performance of proposed method 223

Performance of tested methods on pose subset (ORL) as compared to
the best performance of proposed method 224

Performance of tested methods on illumination subsets as compared
to the best performance of proposed method 225

Xix



6.5 Performance of tested methods on subsets with age variations as

compared to the best performance of proposed method 226
6.6 Proposed method’s robustness against random occlusion as compared

to several face recognition approaches 228
6.7 Proposed method’s robustness against random noise as compared to

several face recognition approaches 229
6.8 Performance of tested methods on all tested variations as compared

to the best performance of proposed method 230
6.9 Performance of proposed methods when tested against different

number of unseen test samples 246

6.10  Performance of proposed method using multiple samples per person
tested using AR Dataset 249

XX



2DPCA
ACO
AHP
Al
ANN
APCA
ARG
BPDC
CCA
CCTV
CD
CD SNN
CN
CPU
DF
DLR
DMMA
DNA
DOF
EBGM
ELL
EPSP
ESN
ESRC
FCU
FERET
FG
FLD
fMRI
FPGA
FS
GPU
GW
ICA
1P
IPSP
ISI
ISOMAP
JAFFE
KPCA
LBP
LDA
LGBPHS
LIF
LLE

LIST OF ABBREVIATIONS

Two-Dimensional Principal Component Analysis
Ant Colony Optimization
After-Hyperpolarization Potential
Artificial Intelligence

Artificial Neural Network

Adaptive Principal Component Analysis
Attributed Relational Graph
Backpropagation Decorrelation
Curvilinear Component Analysis
Closed-Circuit Televisions

Coincidence Detection

Coincidence Detection Spiking Neural Network
Convolutional Network

Central Processing Unit
Deformation of Face

Double Linear Regression
Discriminative Multimanifold Analysis
Deoxyribonucleic Acid

Degree of Freedom

Elastic Bunch Graph Matching
Electrosensory Lobe

Excitatory Postsynaptic Potential

Echo State Network

Extended Sparse Representation-Based classifier
Feature Computation Unit

Facial Recognition Technology

Firing Region

Fisher’s Linear Discriminant

functional Magnetic Resonance Imaging
Field-Programmable gate Array

Feature Selection

Graphics Processing Unit

Gabor Wavelets

Independent Component Analysis
Intrinsic Plasticity

Inhibitory Postsynaptic Potential
Inter-spike Interval

Isometric Map

Japanese Female Facial Expression
Kernel Principal Component Analysis
Local Binary Pattern

Linear Discriminant Analysis

Local Gabor Binary Pattern Histogram Sequences
Leaky-Integrate-and-Fire

Locally Linear Embedding

XX1



LLS
LLV
LMS
LP
LPP
LR
LSM
LTD
LTP
MB
MDS
MLP
MSE
MSPP
NA
NCF
NFG
NMDA

ORL
OSTP
PCA
PD
PDM
PSP
PSTH
RBF
RC

RO
RO
SACO
SAPR
SIFT
SNN
SNN FD
SOM
SPAN
SPDA
SPP
SRM
SRM
SS
SSDR
SSPP
STDP
SVM

Locally Lateral Subspace

Locally Lateral Vector

Least Mean Square

Local Patch

Locality Preserving Projection
Linear Regression

Liquid State Machine

Long-Term Depression
Long-Term Potentiation
Megabytes

Multidimensional Scaling
Multilayer Perceptrons

Mean Squared Error

Multi Samples per Person

Not Available

Non-Coincidence Factor
Non-Firing Region
N-methyl-D-aspartate

Nearest Neighbor

Olivetti Research Laboratory
Output Spike Time Prediction
Principal Component Analysis
Pixel Descriptor

Partial Distance Measure
Postsynaptic Potential
Peri-Stimulus-Time Histogram
Radial Basis Function
Resistor-Capacitor

Residual Membrane Potential
Random Noise

Recurrent Neural Network
Rank-Order

Random Occlusion

Simple Ant Colony Optimization
Synaptic Activity Plasticity Rule
Scale-Invariant Feature Transform
Spiking Neural Network

Spiking Neural Network Face Descriptor
Self-Organizing Map

Spike Pattern Association

Sparsity Preserving Discriminant Analysis
Sparsity Preserving Projection
Spike Response Model
Zero-Order Spike Response Model
Single Subspace

Semi-Supervised Dimensionality Reduction
Single Sample per Person
Spike-Time Dependent Plasticity
Support Vector Machine

xxil



™ Template Matching

TTES Time to First Spike
UAV Unmanned Autonomous Vehicle
VLSI Very Large Scale Integration

xxiii



CHAPTER ONE

INTRODUCTION

1.1  INTRODUCTION

There are several ways to recognize a person from another person. Face, fingerprint,
DNA, gait and iris are among biometrics properties that are widely used for person
recognition. However, face recognition is the leading approach due the non-expensive
implementation and non-obtrusive nature of the image acquisition which is possible
without active subject participation (Jain, 2007; Li, 2009). Even more so, the accuracy
of face recognition in ideally controlled settings is equivalent to fingerprints and iris
recognition (Phillips, Scruggs, O’Toole, Flynn, Bowyer, & Schott, 2006). However, in
unconstrained environment, several factors such as illuminations, noise, variation in
poses, facial expressions, occlusions and disguises were identified by previous
researchers as contributing factors to degradation of face recognition performance (G.
B. Huang, Ramesh, Berg, & Learned-Miller, 2007; Ruiz-del-Solar, Verschae, &
Correa, 2009). Up until recently, a face recognition that can surpass human visual
system ability in dealing with all those constraints is not yet available (Sinha, Balas,
Ostrovsky, & Russell, 2006a).

As the recognition of faces in unconstrained settings are being studied and
researched currently, the result of recognition is getting better. Even though it is not
flawless, there are many real-world applications of face recognition have been
developed in many areas such as entertainment, smart cards, information security,

surveillance and law enforcement (Zhao, Chellappa, Rosenfeld, & Phillips, 2003). As



