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 ABSTRACT 
 

 
 

Internet growth in recent years has encouraged many new applications to be provided 
for the user such as video conferencing and video telephony. Most of these new 
applications require data involving images characterized by a large number of bits. 
Therefore, it is a difficult task to implement these types of applications since the data 
needs to be transferred from one place to another over the network. Moreover, these 
applications are intended to be real time applications implying that they are very 
sensitive to delay and jitter which add to the challenges of providing such applications. 
Consequently, two strategies are needed in order to meet the challenges of transferring 
and storing very high volume of data for the application while maintaining strict 
requirement for delay and jitter. The first strategy involves qualitative and quantitative 
optimization of the application’s data. The qualitative optimization ensures that the 
data of the application meets at least a minimum   quality requirement (e.g. image 
resolution). Quantitative optimization is accomplished by using compression 
techniques to reduce the number of bits that are required to be transmitted over the 
network. The second strategy involves optimizing the utilization and performance of 
the network.  This research, which consists of two phases, examines an optimized 
approach for transferring and storing images. Phase one deals with the processing and 
compressing of the images. Processing the images is done by applying an adaptive 
filter in order to enhance the visual quality while compression is used to reduce the 
amount of data needed to be stored or transmitted. The study developed a Multilayer 
Feed Forward Artificial Neural Network (MFFANN) for image compression. Based 
on Gradient Descent, Conjugate Gradient, Quasi-Newton techniques, three different 
error back propagation algorithms were developed for use in training the MFFANN. 
The essence of this study is to investigate the most efficient and effective training 
methods for use in image compression and its subsequent applications. The results 
show that the Quasi-Newton based algorithm has a better performance as compared to 
the other two algorithms. In Phase two, the study proposes a new admission control 
mechanism that aims to enable Multi Protocol Label Switching (MPLS) tunnel 
differentiations. It also presents a simulation based evaluation for the proposed 
mechanism. The results demonstrate the effectiveness of the proposal, as it is able to 
maintain a robust and stable end-to-end quality of service for selected flows, which 
leads to a better performance in terms of throughput, delay and jitter.  The 
implementation of the optimization approach presented in this research could be 
highly beneficial in providing online real time services such as medical services, 
where consultation or even remote medical operations could take place using the 
Internet. 
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CHAPTER ONE 

INTRODUCTION 
 

 
1.1 OVERVIEW  
 
Over the years, the Internet has become one of the most important communication 

channels. The default service associated with the Internet is a best-effort service, 

where the network treats all traffic in exactly the same way. There is no consistent 

service outcome from the Internet best-effort service model. When the load level is 

low, the network delivers a high quality service. The best-effort Internet does not deny 

entry of traffic to the network so, as the load levels increase, the network congestion 

levels increase, and service-quality levels decline accordingly. This decline in service 

is experienced by all traffic passing through a congestion point, and is not limited to 

the most recently admitted traffic flows. Best effort is acceptable for traditional 

Internet applications like web, email, file transfer, and the like, however, it is 

inadequate for new classes of applications such as audio and video applications which 

are characterized by high volume of raw data and time sensitivity. Therefore, it is 

essential to reduce the volume of the application data by means of compression and 

enable end to end quality of service within the network. Providing Quality of Service 

(QoS) is one of the main challenges in the Internet that has recently gained the interest 

of many researchers. The Internet Engineering Task Force (IETF) proposes three main 

architectures in an effort to make IP QoS realty. These architectures are integrated 

services (Inserv), Differentiated services (Diffserv) and Multiprotocal Label 

Switching (MPLS). Active research is currently going on in order to combine and to 

enhance these new architectures [Mahmoud, Anwar and Sallami 2006] [Faucheur, and 

Lai 2005]  
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1.2 PROBLEM STATEMENT AND ITS SIGNIFICANCE  
 
In the last few years, Internet has spread widely and prove itself to be one of the most 

economical and affective ways of communication. This expansion in the internet 

promotes many new applications to be developed and offered. The Internet was 

originally designed to provide best effort service; however, due to the nature of these 

new applications it requires service beyond best efforts which bring up the first 

challenge of the need to alter the existing Internet protocol in order to meet these 

demands. The second challenge lies within the characteristics and nature of the data 

that forms these applications. As these applications contain video and images, 

therefore, are characterized by high volume of data (bits). Consequently, they require 

high bandwidth for transmission and for storage. For example, a 1024 X1024 color 

image with 8 bit/pixel generates 25 Mbits of data, which without compression requires 

about 7 minutes of transmission time on a 64 kbps line. A Compact Disk with storage 

capacity of 5 Gbits can only hold about 200 uncompressed images. Therefore, two 

strategies are needed in order to meet the challenges of transferring and storing 

applications with very high volumes of data while maintaining strict requirements for 

delay and delay variation. The first strategy involves the qualitative and quantitative 

optimization of the application. The qualitative optimization ensures that the data of 

the application meets - at least -some minimum quality requirement (e.g. image 

resolution). The quality of the data is highly application dependent. For example, a 

user of an Internet telephone will be happy if he can get an image that can enable him 

to recognize the person he is talking to, but a user of an entertainment game will need 

and expect images with very high resolution. Quantitative optimization is 

accomplished by using compression techniques to reduce the number of bits that are 

required to be transmitted over the network.  
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The second strategy which needs to be carried out is to optimize the utilization 

and performance of the network.   

 

1.3 RESEARCH OBJECTIVES  
 
The main objectives of this research are: 

1- Development of an adaptive image enhancing filter to improve 

image visual quality  

2- Development of an image compression technique that reduces the 

amount of data representing the image while producing 

decompressed images of good quality. 

3- Evaluation of the current Internet protocols and proposal of 

modifications to enhance the quality of service provided by the 

networks especially for real time applications. 

4-  Proposing a new traffic admission control mechanism to realize 

objective number three. 

5- Simulation based evaluation of the suggested mechanism.  

 
1. 4 RESEARCH METHODOLOGY 

The research methodology adapted in order to achieve the objectives is presented in 

this section. It involves the following steps.  

 
1- Conducting a literature review to explore the current state of the art 

in the research area 

2- In order to achieve the first objective an algorithm was developed 

to design an adaptive image filter 
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3- This new  adaptive filter was implemented and evaluated using 
MATLAB software  

 
4-  In order to achieve the second objective a neural network based 

image codec was developed 

5- Different learning algorithms to train this neural network were 
developed  

 
6- The neural network based image codec was implemented on 

MATLAB software. 
 
7- Additional functionalities to the current Internet components were 

identified to provide a better QoS.  
 
8- A new traffic admission control was proposed to achieve the QoS 

requirement 
 
9- The performance of this admission control was evaluated by means 

of simulation 
 

 
Several experimentation and analysis tools were required to accomplish these 

steps.  

These tools are: 

• Linux operating system. This platform is needed because the 

network simulator works most suitably on Linux 

• Network Simulator: this will be the base of the simulation  

• Trace graphs  will be used to interpret the trace files so that 

important results can be extracted from them 

• Microsoft office will be used for arranging and plotting 

extracted results for  better visual analysis 

• MATLAB software will be used to implement and test the 

neural network based image codec and the adaptive image 

enhancing filter. 
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1.5 RESEARCH SCOPE 
 
The thesis presents an optimized approach for transferring and storing images. The 

approach at hand consists of optimizations on two levels or layers: the Application 

Layer and the Network Layer. Application layer optimization deals with processing 

and compressing images (e.g. MRI images). Processing the images aims to enhance 

visual quality while compression is used to reduce the amount of data needed to be 

stored or transmitted. Network layer optimization proposes a new admission control 

mechanism that aims to enable MPLS-TE tunnel differentiations whereby a modified 

Multiprotocol Label Switching MPLS would be used to provide real time applications 

with a very high quality of service (QoS). The thesis is divided into two phases. Phase 

one will consider the optimization in the application layer, while phase two will 

present optimization on the network layer. 

 

1.5.1 Image Enhancement and MFFANN based Compression 

Due to many factors that are related to the sensor or outside environments the acquired 

image may need to undergo some processing in order to improve its quality.   

The most common problems are noise either due to insufficient signal or inherent in 

the sensor and nonuniform illumination or brightness across the image.  

The first issue which will be considered in this phase is to enhance image visual 

quality generally while giving the edges of the image extra attention.  This will be 

accomplished by using contrast enhancement techniques (e.g. histogram equalization) 

and using adaptive enhancement strategies by segmenting the image according to 

transition in grey levels. For examples, the edges are characterized by a sharp 

transition in grey level and thus using sharpening filters will enhance the edge of the 
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image while in the areas where the grey level changes gradually smoothening filters 

can be use to reduce the noise within that segment. The block diagram of the 

enhancement process is shown in Figure 1-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1-1: Block Diagram of an Image Enhacement Steps 

 
The second issue that will be considered in this phase is the compression of images. 

By using compression techniques, it is possible to remove some of the redundant 
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information contained in images, requiring less storage space and less time to 

transmit. 

Multilayer Neural Network with Error Back Propagation Algorithms will be used 

for compressing the images. The process will be as follows (shown in Figures 1-2 and 1-3). 

1) Training of the Neural Network: 
 

• Create a neural network system with a selected architecture.  

• X Input Neurons  

• Y-Z Hidden Neurons (the compression ratio is the ratio of input to 

hidden neurons)  

• X Output Neurons ( X>Y>Z) 

• Break the training image into blocks.  

• Scale each block  

• Use the scaled blocks as input to the neural network  

• Adjust the weights so as to minimize the difference between the 

input and output  

• Repeat until the error of the training set is sufficiently small   

2) Compression: 
 

• Break the image into blocks  

• Scale each block   

• Use the scaled blocks as input to the neural network  

• Take the output of the HIDDEN LAYER  

• Quantize this data   

• Save the quantized data  
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3) Decompression: 
 

• Read in the quantized data  

• Set the output of the hidden layer equal to the read data  

• Find the output of the output layer  

• Scale the real output to an integer value  

• Put this data into the image  

• Repeat for each block of the image  

• Reconstruct the image 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


