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ABSTRACT 

Nowadays, the World Wide Web plays an essential role in our lives. It has become a 

great useful tool for people in all facets of life. The vast usage of the World Wide Web 

leads to an increase in network traffic and create a bottleneck over the internet 

performance.  For most people, the accessing speed or the response time is the most 

critical factor when using the internet. Web proxy cache technique reduces response 

time by storing copies of pages between client and server sides. If requested pages are 

cached in the proxy, there is no need to access the server.  Due to the limited size and 

excessive cost of cache as compared to other storages, cache replacement algorithm is 

used to determine evict page when the cache is full. On the other hand, the conventional 

algorithms for replacement such as Least Recently Use (LRU), First in First Out (FIFO), 

Least Frequently Use (LFU), Randomised Policy and etc. may discard important pages 

just before its use. Furthermore, using conventional algorithm cannot be well optimized 

since it requires some decision to intelligently evict a page before replacement. Hence, 

this research proposes integrated Adaptive Weight Ranking Policy (AWRP) with 

intelligent classifiers based on Naïve Bayes (NB), J48 decision via dynamic aging factor 

to form intelligent replacement algorithms called NB-AWRP-DA and J48-AWRP-DA 

that improves the performance of AWRP based on hit rate (HR) and byte hit rate (BHR) 

over LRU, LFU and FIFO algorithms. In order to enhance classifier’s power of 

prediction by rising classifier accuracy before integrating them with AWRP, this 

research proposes using automated wrapper feature selection methods to choose the best 

subset of features that are relevant and influence classifiers prediction accuracy.  The 

results present that by using wrapper feature selection methods namely: Best First 

(BFS), Incremental Wrapper subset selection (IWSS) embedded NB and particle swarm 

optimization (PSO) reduce number of features and have a good impact on reducing 

computation time. However, Using PSO enhances NB classifier accuracy by 1.1%, 

0.43% and 0.22% over training NB with all features, using BFS and using IWSS 

embedded NB respectively.  PSO rises J48 accuracy by 0.03%, 1.91% and 0.04% over 

using J48 classifier with all features, using IWSS-embedded NB and using BFS 

respectively. While using IWSS embedded NB fastest NB and J48 classifiers are much 

more than BFS and PSO. However, it reduces computation time of NB by 0.1383 

seconds and reduce computation time of J48 by 2.998 seconds. Moreover, experimental 

result of intelligent replacement algorithms shows that NB-AWRP-DA enhances the 

performance of web proxy cache a cross multi proxy datasets by 4.008%,4.087% and 

14.022% over LRU, LFU and FIFO in terms of HR. Moreover J48-AWRP-DA 

increases HR by 0.483%, 0.563% and 10.497% over LRU, LFU and FIFO respectively.  

Meanwhile, BHR rises by 0.991%,1.008% and 11.584% over LRU, LFU and FIFO 

respectively using NB-AWRP-DA. And by 0.0204%, 0.0379% and 10.614% for LRU, 

LFU, FIFO respectively using J48-AWRP-DA. 
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ABSTRACT IN ARABIC 

تلعب الشبكة العنكبوتية العالمية دورا أساسيا في حياتنا في الوقت الحاضر. حيث تسهل وتساعد الناس في 
شتى مجالات الحياة. حياة معظم الناس أصبحت متعلقة باستخدام الانترنت من حيث الدراسة والعمل 

دة تدفق البيانات عبر الشبكة والترفيه والتسوق وغير ذلك. لكن هذا الاستخدام الهائل للإنترنت أدى إلى زيا
العنكبوتية مما أدى الى ظهور مشكلة عنق الزجاجة التي أثرت بدورها سلبا على أداء الشبكة.  يهتم معظم 
مستخدمي الشبكة العنكبوتية بسرعة الاتصال بالشبكة وسرعة استجابة الشبكة لطلباتهم. لذلك بدا 

حيث  .يل وقت الاستجابة وتسريع عملية الرد على العميل استخدام ذاكرة التخزين لمؤقت أمرا ضروريا لتقل
انها تقوم بالاحتفاظ بنسخة من صفحات الويب بين الخادم والعميل وعليه لا داعي للعودة الى الخادم إذا 

ولكن ونظرا لصغر حجم ذاكرة التخزين المؤقت  .توفرت الصفحة على ذاكرة التخزين المؤقت عند طلبها
مقارنة بوحدات التخزين الأخرى فان استخدام خوارزميات الاستبدال عند امتلاء ذاكرة وتكلفتها المرتفعة 

التخزين المؤقت بدا أمرا ضروريا. لكن استخدام خوارزميات الاستبدال التقليدية مثل خوارزمية الأقل 
حات مهمه استخداما مؤخرا وخوارزمية الأقل تكرارا وخوارزمية الذي يدخل أولا يخرج أولا قد يستبدل صف

يتم استخدامها في الوقت القريب. لذلك فإن دمج المصنفات الذكية مع الخوارزميات  من الممكن أن
التقليدية يحسن من أداء الشبكة. لذلك، يقدم هذا البحث مقترحا لاستخدام طريقة الاختيار الآلي مع 

ان لديها القدرة على اختيار  المصنفات الذكية لتحسين أدائها قبل دمجها مع خوارزميات الاستبدال. حيث
أفضل عينة من العناصر التي لها تأثير فعال وقوي على أداء المصنفات.  حيث تشير النتائج الى ان استخدام 

وآلية  NBعمليات اختيار العناصر الألية مثل آلية الأفضل أولا وآلية الاختيار التدريجي متضمنة المصنف
ل عدد العناصر المستخدمة وعليه تقليل الوقت اللازم لتدريب تحسين سرب الجسيمات قد أدى الى تقلي

%، 1.1بنسبة  NBالمصنفات. وأثبتت النتائج ان آلية تحسين سرب الجسيمات قد رفعت أداء المصنف 
% مقارنة بتدريب المصنف بناء على كل العنصر الموجودة، و تدريبه اعتمادا على  0.22%، و 0.43و 

م آلية الأفضل أولا، وبناء على اختيار العناصر باستخدام آلية الاختيار التدريجي العناصر المختارة باستخدا
، 1.19%، و %0.03ورفع أدائه بنسبة     J48على التوالي. بالإضافة إلى تحسين أداء المصنف 

% مقارنة باستخدام المصنف مع كل العناصر الموجودة، أو استخدامه مع العناصر المختارة بآلية 0.04و
فضل أولا أو الاختيار التدريجي حسب التتابع. كما أثبتت النتائج أن استخدام آلية الاختيار التدريجي الأ

ثانيه في حين انه يقلل الوقت المستغرق  0.138بمعدل   NBتقلل الوقت المستغرق في تدريب المصنف 
مدة على الوزن مع ثانية. يقترح هذا البحث دمج الخوارزمية المعت 2.998بمعدل   J48في تدريب ال 
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-NB-AWRPلإنتاج خوارزميات استبدال ذكية تعتمد على الوزن وهي   J48و  NBالمصنفات 
DA   وJ48-AWRP-DA   حيث تشير نتائج تقييم .NB-AWRP-DA   الى ان

% مقارنة مع 4.008الخوارزمية رفعت أداء ذاكرة التخزين اعتمادا على نسبة عدد الطلبات بمعدل 
% مقارنة مع خوارزمية الأقل تكرارا. وبمعدل 4.087استخداما مؤخرا. وبمعدل  خوارزمية الأقل

% مقارنة مع خوارزمية الذي يدخل أولا يخرج أولا. كما توضح النتائج ان نسبة معدل التحسين 14.022
% مقارنة 0.483هي كالتالي   J48-AWRP-DAبناءا على نسبة عدد الطلبات باستخدام 

% مقارنة ب 10.497% مقارنة ب الأقل تكرار ، و 0.563داما مؤخرا، و بخوارزمية الأقل استخ
حسنت الأداء اعتمادا على نسبة حجم  NB-AWRP-DAالذي يدخل أولا يخرج أولا. كما أن 

% مقارنة بخوارزمية الأقل استخداما 11.584% و 1.008%، و 0.991الطلبات بالبايت بمعدل 
-J48زمية الذي يدخل أولا يخرج أولا على التوالي. كما ان مؤخرا وخوارزمية الأقل تكرارا و خوار 

AWRP-DA  10.613% و 0.0379% و 0.0204حسنت نسبة حجم الطلبات بمعدل %
على  مقارنة بخوارزمية الأقل استخداما مؤخرا وخوارزمية الأقل تكرارا و خوارزمية الذي يدخل أولا يخرج أولا

 .التوالي
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CHAPTER ONE 

INTRODUCTION 

1.1. BACKGROUND OF THE STUDY 

The large usage of internet leads to increase in network traffic and page access latency 

(Sarhan, Elmogy, & Ali, 2014). By having web cache, web objects can be kept closer 

to the client. A web proxy cache saves web object that can be revisited in the near future 

closer to the user which leads to decrease the number of web object requested from the 

server, hence, reducing the volume of data that is transmitted over the network as well 

as the delay while accessing the web page (Ali, Shamsuddin, & Ismail, 2012a; 

Sathiyamoorthi & Bhaskaran, 2012). Consequently, the overall performance of web 

system can be improved. These web objects are commonly placed in three locations; 1) 

browser caching, 2) proxy caching and; 3) server side proxy caching (KumarSaha, 

Pratim Dev, Kar, & Rudrapal, 2012). Figure 1.1 shows various types of web cache.  

 

 

 

Figure 1. 1 Web cache types (KumarSaha, Pratim Dev, Kar, & Rudrapal, 2012) 
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There are three significant factors that are the pivotal roles in cache performance. 

which are the cache replacement algorithms, cache consistency and cache algorithm 

(passive or active). Cache replacement algorithm is a process of evicting pages from 

cache to make room for new requested page where there is not enough space for it.  

which  have significant effect in the web caching (Muralidhar & Geethanjali, 2012), 

and are classified into five categories, namely: frequency based, recency based, 

frequency/recency based, function based and randomized based (ElAarag, 2013).  

However, most algorithms that used are Least Recently Used(LRU), Least Frequently 

Used(LFU), Size and Greedy Dual SIZE(GDS)- that are called conventional algorithms 

are not suitable for web caching since the algorithms consider one or two features while 

ignoring the others(Ali et al., 2012a). Conventional algorithms also suffer from many 

issues like cache pollution in which the cache saved objects are not requested 

frequently. There are many algorithms that combine two or more features to enhance 

the performance of the replacement algorithms. However, the selection of features are 

not a straightforward task because an important factor in one environment may be not 

important in another environment (Ali et al., 2012a).  

Adaptive Weight Ranking Policy (AWRP) attempts to give a weight to each 

page depending on three factors: recency, frequency and total number of access to be 

made  to improve performance of cache and overcome traditional algorithms problem 

such as least recently used LRU, First Input First Output FIFO and Clock Adaptive 

Replacement CAR (Debabala Swain, 2011). Intelligent replacement algorithms were 

proposed to overcome shortcomings of conventional replacement algorithms and to 

enhance the performance of web cache. It predicts which web objects will be revisited 

in the future or not. Machine learning algorithms such as Fuzzy logic, Artificial Neural 

Network, Adaptive Neuro Fuzzy, Naïve Bayes, Decision Tree, and Support Vector 
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Machine have been used for the prediction procedure. Since the intelligent algorithms 

are predictive, hence, it can be combined with one or more with one or more of the 

conventional algorithms to improve their performance mainly in terms of hit ratio and 

byte hit ratio (Ali, Shamsuddin, & Ismail, 2011). 

 

1.2. PROBLEM STATEMENT AND ITS SIGNIFICANCE 

As the rapid growth in network usage and significant role for network in our life, there 

is a need for good service, enough bandwidth and fast response. Web caching mainly 

depends on storing copies of web objects closer to the user. In web caching, if the end 

user requests a page that is found in the cache, it is sent directly. Meanwhile, if it is not 

in the cache, fetching page from the origin server is required. However, transferring of 

web object over the networks tends to increase the network traffic. Thus, web caching 

helps in decreasing network traffic and reduce loads on the origin server. 

Meanwhile, due to limited cache size, appropriate cache replacement algorithms 

are required to manage web caching. Although there are conventional replacement 

algorithms such as LRU, LFU, and SIZE, but they are not effective enough in web cache 

because of the selectiveness criteria of choosing features and ignore others which may 

have a good impact on web cache performance. Furthermore, those algorithms suffer 

from cache pollution issues where objects will be stored in the cache which may not be 

revisited in future hence causing waste of limited resources. Intelligent replacement 

algorithms are required to effectively utilize the limited resources (web cache) as well 

as enhancing its performance by integrating multiple features at once. 

Meanwhile, features that have an important impact on web caching are: recency, 

frequency, size, cost, access latency, expiration time and modification time. Chosen 

features for training intelligent system will strongly influence prediction process. Most 
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strategies that used intelligent systems chose features manually while automated feature 

selection enhances prediction process by choosing the optimal and best subset of the 

features that have a significant impact on intelligent systems. Hence, intelligent adaptive 

cache ranking policy via dynamic aging (AWRP-DA) is proposed to enhance web proxy 

cache performance by using wrapper feature selection method to choose the best subset 

of features for training C4.5, NB intelligent classifiers, as well as prevent pollution 

problem. 

 

1.3. RESEARCH OBJECTIVES 

The main objective of this study is to develop an Intelligent Web Proxy Cache 

Replacement Algorithms Based on Adaptive Weight Ranking Policy (AWRP) via 

Dynamic Aging. This will be done by achieved following sub objectives. 

1. To study intelligent web proxy cache replacement algorithms. 

2. To develop intelligent AWRP algorithms by incorporating dynamic aging 

factor to enhance web cache performance. 

3. To enhance intelligent classifiers accuracy and reduce computation time via 

using wrapper feature selection methods. 

4. To evaluate and verify the newly developed algorithms by comparing them 

with traditional web cache replacement algorithms (LRU, LFU and FIFO) 

in terms of Hit Rate and Byte Hit Rate. 

 

1.4. RESEARCH METHODOLOGY 

In order, to achieve research objectives, the methodology adopted set of states.  

Literature review help in clarification on how the proposed algorithms can be achieved. 

In addition, to achieve the first objective, NB and J48 classifiers are trained and 
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evaluated based on set of features extracted using WEKA 3.8 software.  After that, NB 

and J48 trained classifiers are integrated with AWRP algorithm. In addition, dynamic 

aging factor is added to Adaptive Weight Ranking Policy (AWRP) for enhancing its 

performance and overcoming cache pollution issue. However, trace driven simulator 

has been built to simulate and evaluate NB-AWRP-DA and J48-AWRP-DA.  

Comparison among NB-AWRP-DA, J48-AWRP-DA and LRU, LFU and FIFO 

algorithms are done in terms of HR and BHR. Figure 1.2 present methodology states to 

achieve research objectives.   

 

1.5. SCOPE OF RESEARCH 

This study was limited to web proxy cache replacement algorithms either traditional 

and intelligent. In addition, it focusses on how to improve prediction power of 

intelligent system by using automated wrapper feature selection methods.  It works with 

proxy log files from different servers.  The proposed algorithms depend on frequency, 

recency, dynamic aging and a total number of access factors only. which does not need 

to deal with other features. Moreover, the measures which are used to evaluate 

classifiers are CCR, TPR, TNR and Gmean while other measures do not consider in this 

research. However, web proxy cache algorithms are evaluated in terms of HR and BHR.   

 

1.6. DISSERTATION ORGANIZATION  

The rest of the thesis is organized as follows: Chapter Two reviewed the literatures in 

the field of cache replacement algorithms either conventional algorithms or the 

proposed algorithms by researchers. In addition, this chapter reviewed intelligent web 

cache replacement algorithms.    
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In Chapter Three, research methodology is explained in detail, so it includes 

dataset preparation, methods that had been used, simulation and evaluation procedure.  

Simulation result and evaluation discussed in chapter four. Finally, the thesis concluded 

in chapter five. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2: Intelligent Adaptive Weight Ranking Policy via dynamic aging 

replacement algorithms flowchart. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 INTRODUCTION 

Reviewing related works enable the researchers to have deep understanding about a 

specific area of study.  This chapter presents a literature review of: conventional cache 

replacement algorithms, cache replacement algorithms, web cache replacement 

algorithms, intelligent web cache replacement algorithms and finally presents summary 

of the literature review. 

 

2.2 CONVENTIONAL CACHE REPLACEMENT ALGORITHMS 

Conventional cache replacement algorithms are the most used algorithms. They are 

applicable in CPU caches and virtual memory system but, they are not efficient in web 

caching area. Related works in  (Ali et al., 2011; ElAarag, 2013; ElAarag & Romano, 

2009), they explained most commonly algorithms are: Least Recently Used(LRU), 

Least Frequently Used (LFU), SIZE, Greedy-Dual-Size (GDS) and Greedy-Dual-Size-

Frequency (GDSF).  

LRU is the most common and simplest algorithm. It removes the least recently 

accessed object to make space for new object. However, it is not good in web caching 

because it does not take in to account object's size and download latency. LFU is 

considered as a base algorithm for frequency based algorithm class. It removes object 

that are least frequently used. However, it causes cache pollution with large reference 

accounts since they will not be evicted, even if they are not re-accessed.  

In SIZE, largest object will be evicted first when the cache is full. Moreover, it 

depends on LRU algorithm when object's size is equal. Thus, objects with small size 


