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ABSTRACT 
 
 
 

Recent research in video surveillance system has shown an increasing focus on 
creating reliable systems utilizing non-computationally expensive technique for 
observing humans’ appearance, movements and activities, thus providing analytical 
information for advanced human behavior analysis and realistic human modeling. In 
order for the system to function, it requires robust method for detecting and tracking 
human from a given input of video streams. In this thesis, a human detection 
technique suitable for video surveillance is presented which requires fast computations 
in addition of accurate results. The techniques proposed include adaptive frame 
differencing for background subtraction, contrast adjustment for shadow removal, and 
shape based approach for human detection. The tracking technique on the other hand 
uses correspondence approach. Event Based Video Retrieval (EBVR) system is also 
proposed for efficient surveillance data management and automated human 
recognition with unique ID assignment. Proposed human detection and tracking are 
integrated with EBVR and motion detection into a complete automated surveillance 
system called Active Vis Video Surveillance Analysis System (AVSAS) which 
produces good result and real-time performance especially in non-crowded scene. The 
EBVR system also proves to be able to handle automated human recognition with 
unique ID assignment accurately. 
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  ملخص البحث 
  

  
أظهرت الأبحاث الحديثة في مجال أنظمة مراقبة الفيديو زيادة في الترآيز 

مستفيدة من التقنيات الحسابية غير المكلفة لمراقبة على إنشاء أنظمة موثوقة 
وبالتالي إعطاء معلومات تحليلية . ظهور الأشخاص وحرآاتهم وأنشطتهم

لكي يعمل النظام، . لنظام تحليل متقدم لسلوك الأشخاص ونمذجة واقعية لهم
فإنه يتطلب طريقة قوية لكشف وتتبع الأشخاص من ناحية محددة من بث 

ا البحث، تم تقديم تقنية لكشف الأشخاص مناسبة لمراقبة في هذ. الفيديو
التقنيات . الفيديو، وهي تتطلب حسابات سريعة بالإضافة إلى نتائج دقيقة

المقدمة تتضمن تمييزاً ذا إطار مهيئ لإزالة خلفية الصورة، وتعديل التباين 
في . لإزالة الظل، وآذلك طريقة تعتمد على الشكل لكشف الأشخاص

آذلك تم تقديم نظام استرداد . فإن تقنية التتبع تستخدم طريقة التطابق المقابل،
من أجل إدارة فعالة لمعلومات المراقبة ) EBVR(الفيديو المعتمد على الحدث 

نظام تمميز . ونظام تمييز آلي للأشخاص مع تعيين فريد للشخصية
) EBVR(الأشخاص وتتبعهم و نظام استرداد الفيديو المعتمد على الحدث 

وآذلك تمييز الحرآة تم جمعهم في نظام مراقبة آلي آامل يسمى نظام 
الذي بدوره يقدم نتائج جيدة وأداءً ) AVSAS(التحليل الفعال لمراقبة الفيديو 

نظام استرداد الفيديو . فورياً خاصة في المشهد غير المزدحم بالأشخاص
التعامل مع تمييز أيضاً يبرهن أنه قادر على ) EBVR(المعتمد على الحدث 

  .الأشخاص الآلي مع تعيين فريد للشخصية بدقة
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CHAPTER ONE 

INTRODUCTION 
 
 
 
 

1.1 INTRODUCTION 

Video surveillance is an important tool to enhance public safety and privacy 

protection.  According to Hosik et al (2009), surveillance cameras as in CCTV 

systems for instance are widely deployed in strategic places such as airports, banks, 

and public transportation facilities, as well as in public places such as stores, elevators, 

and hallways. Hosik et al (2009) added that the surveillance cameras in London 

provided key photos of the men who bombed the underground system in July 2005 

while the latest terrorist attack in London was foiled in 2007, partly thanks to the 

millions of surveillance cameras that London authorities have installed across the city. 

In order to fight crimes, video surveillance is also used in commercial locations such 

as banks, automated teller machines (ATMs), supermarkets, and parking areas to 

prevent and track criminal activities whereas consumer adoptions of video 

surveillance also have soared in recent years due to the increasing concern on privacy 

protection (Limin et al, 2009). 

 

According to Li-Qun (2007), the reduction in unit cost, seemingly easy to use 

and more versatile functionalities of the emerging video surveillance infrastructure 

have played a key role for the now widespread deployment of surveillance systems by 

various vertical industry sectors like government, transport, retail, banking and finance 

concerning safety, security and business intelligence analysis. This is further prompted 

by the currently acute political and socioeconomic drive in view of increasing level 
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and complexity of criminal acts and frequency and severity of other disastrous 

incidents / events.  

The widespread use of video surveillance has then demanded new technologies 

and functionalities leading to smarter surveillance systems. These concern mainly 

research on visual scene understanding algorithms, enabling a variety of generic, 

scene adaptable, or domain specific functions such as multi-object detection, tracking 

and occlusion handling, event detection and visualization, visual scene 

characterization and segmentation, abnormal behaviours analysis, crowd scene 

analysis, multi-camera cooperative situation awareness, the structuring and search of 

large archived video databases, and so on (Li-Qun, 2007). 

 

1.2 BACKGROUND OF THE STUDY 

This research generally aims to integrate computer vision into video surveillance 

system in order to increase its accuracy, robustness and efficient data management. 

Computer vision broadly refers to the discipline where extraction of useful 2D and/or 

3D information from one or more images is of interest (Rama Chellappa et al, 2005). 

Since the human visual system works by extracting information from the images 

formed on the retina of the eye, developments in computer vision are inevitably 

compared to the abilities of the human vision system. One of the basic tasks of the 

human visual system is to recognize humans and objects and spatial relationships 

among them. Similarly, one of the main goals of computer vision researchers is to 

develop methods for localization and recognition of objects in a scene.  

Rama Chellappa et al (2005) also added that traditionally, problems in 

computer vision have been grouped into three areas that have vaguely defined 

boundaries. At low level, the goal is to extract features such as edges, corners, lines, 
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segmented regions, track features over a sequence of frames or to compute optical 

flow. At the intermediate level, using the output of the low-level modules, one is 

interested in grouping of features, in estimation of depth using stereopsis, and in 

motion and structure estimation. At the high level, the intermediate-level outputs are 

combined with available knowledge about the scene, objects and tasks so that 

descriptions of objects can be derived. 

Recent research in computer vision has increasingly focused on building 

systems for observing humans and understanding their appearance, movements, and 

activities, providing advanced interfaces for interacting with humans, and creating 

realistic models of humans for various purposes (Ogale, 2006). For the last decades, 

video analysis and understanding has been one of the main active fields in computer 

vision and image analysis where applications relying on this field are various, like 

video surveillance, object tracking and traffic monitoring. (Allili et al, 2007). The 

ability of computer vision to recognize human from the image and works similar to 

human eye has made computer vision to be used widely in various applications 

especially in video analysis.  

The capability of computer vision to also perceive image and shape in various 

physical conditions and constraints which might not be suitable for human eye can in 

fact enhance visual surveillance’s accuracy and performance. Video surveillance 

systems are indeed becoming increasingly intelligent; thanks to the deployment of 

computer-vision an algorithm for detecting suspicious movement and identifying 

people and objects (Hosik et al, 2009).  These intelligent applications help monitoring 

public area, counting interested objects passing through, reporting any suspicious 

behaviour, and so on. As more and more intelligence is sought by video surveillance 
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applications, there is an increasing demand for more robust real-time human 

recognition and tracking systems (Yuk, 2006) 

Beleznai and Bischof (2009) suggested that reliable human detection is a key 

algorithmic component of many application-oriented computer vision systems, for 

instance in automated visual surveillance, automotive safety, human-computer 

interaction and multimedia processing. To realize more robust and secure video 

surveillance system, an automated human recognition and tracking system is needed 

which can analyze video streams fed by several surveillance cameras in real time, by 

utilizing fast-computation techniques without compromising the accuracy and 

performance of that particular surveillance system. The system also needs to be able to 

analyze past recorded events, store the video data, and manage the search for archived 

video data effectively. Dalal and Triggs (2005), Qiang  (2006) and Qing Jun (2008) 

suggested however, detecting humans have been proven to be a challenging task 

because of the wide variability in appearance due to clothing, articulation and 

illumination conditions that are common in outdoor scenes  

Another important aspect of video surveillance is the data management. Thi-

Lan et al (2008) suggested that the increasing number of cameras provides a huge 

amount of video data and therefore, video data retrieval facilities become very useful 

for many purposes. He added while some approaches have been proposed for video 

retrieval in meetings, movies, broadcast news, and sports, very few work has been 

done for surveillance video retrieval. Current achievements on automatic video 

understanding such as object detection, object tracking and event recognition, though 

not perfect, are reliable enough to build efficient surveillance video indexing and 

retrieval systems. 
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Although a tremendous amount of work has been done in computer vision to 

enhance existing visual surveillance system, there are many issues still open and 

deserved further research. Among those issues as discussed earlier, are the precision 

and performance of moving human detection and tracking especially in real-time 

system currently available in the market, as well as the surveillance video and event 

data management which are being tackled in this research.  

 

1.3 PROBLEMS STATEMENT 

According to Li-Qun (2007), in the UK, the surveillance cameras are a familiar 

phenomenon (street sight), which appears in almost every town centre, public space, 

shopping mall, and event venue. There are, however, various practical problems 

associated with this rapid market expansion of CCTV systems.  

 According to Yoo and Park (2008), there has been a sudden increase in the 

number of cameras being deployed lately, and it gives rise to the problem of 

insufficient monitoring staff. Moreover, the monitoring of a wall of displays by human 

operators for a prolonged time is an impractical and improbable task, and a security 

guard might find himself unable to monitor large numbers of surveillance monitors 

without slipping any unwanted activities past him (Fang et al, 2008).  McLeod (1996) 

also suggested that the reliability of human operators is a question of major 

significance. He added even the best and most conscientious operators will suffer from 

boredom and lose of concentration. A guard or human operator may be unaware of 

minute details, develop fatigue, and has sight limitations. 

Another associated video surveillance problem, is the very existence and still 

on the increase of the overwhelming volume of raw video data that needs to be 

monitored lives on display, captured and transmitted through a network, stored in 
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medium and re-examined whenever a certain request arises. Yan et al (2009) claimed 

that large volume of information makes the manual observation and evidence 

extraction from video surveillance systems are extremely difficult. Hence, the manual 

search for a piece of evidence or an incident from terabytes of video data collected 

from multiple sources is painfully slow, laborious and expensive. This is true since an 

effective video surveillance system usually operates 24 hours a day and 7 days a week, 

which in turn would accumulate gigabytes if not terabytes of data in just one month.  

There also regulations for large buildings or business surfaces that requires at 

any moment the number of people present in different areas or enclosures must be 

known. This way the authorities can properly act in case of fire or any other reason 

approaches that requires the complete evacuation of the building. People counter 

systems are intended to ensure that organization involved in the hospitality and leisure 

industries is capable to comply with modem fire regulations. (Gardel et al, 2007) 

Having gone through all the associated problems and requirements of video 

surveillance system and the concept of computer vision, it is clear that the solution for 

various problems aforementioned is an automated, advanced and efficient computer 

scene analyzer integrated with video surveillance system. Thus, this will serve to 

greatly increase the effectiveness and performance of visual surveillance system, 

reduce the human operators’ workload and the need for human capital, manage the 

surveillance data efficiently, and more importantly overcome human visual limitations 

thus producing tighter security. 

 

 

 




