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ABSTRACT

The global world experiences an enormous advancement in software and hardware
technologies within the past decade. One of the primary measurements of image quality is
image resolution. High-resolution is generally required and preferred for producing more
detailed information inside the digital images; therefore, this leads to improve the pictorial
information for human analysis and interpretation and to enhance the automatic machine
perception. Unfortunately, the best use of image sensors and optical technologies is usually
a high-priced method and is also constrained to increase the image resolution. Therefore,
the effective use of image processing techniques for acquiring a high-resolution image
generated from low-resolution images is an inexpensive and a powerful solution, which is
called multi-frame super-resolution image reconstruction. However, the real imaging
systems may introduce some degradation or artifacts in the digital images. These distortions
in the images are caused by a variety of factors such as blurring, aliasing, and noise, which
may affect the resolution of imaging systems and produce low-resolution images.
Numerous strategies like frequency and spatial domain approaches have been proposed in
the literature. Spatial domain approaches are classified as one of the most popular
approaches and split into interpolation-based approaches and regularization-based
approaches. Nevertheless, these techniques still suffer from artifacts. Regularization-based
approaches are a challenging in image super-resolution in the last decade. This research
intends to enhance the efficiency of multi-frame super-resolution image reconstruction in
order to optimize both analysis and human interpretation processes by improving the
pictorial information and enhancing the automatic machine perception. As a result, this
research proposes new approaches for the image reconstruction of multi-frame super-
resolution, so that they are created through the use of the regularization framework. On one
hand, an efficient proposed approach is derived from the hybrid of reconstruction models
in the image reconstruction stage based on employing adaptive norm and L, norm in the
data-fidelity term, beside adopting bilateral edge preserving and bilateral total variation
prior models in the regularization term respectively. On the other hand, an efficient
initialization approach is based on estimating the initial high resolution image through the
pre-processing stage on the reference low resolution image. The proposed initialization
approaches use linear and nonlinear filters including median, mean, Lucy-Richardson, and
Wiener filters at the reference low resolution image. The proposed approaches are used to
approximate a high-resolution image generated from a sequence of corresponding images
with low-resolution to protect significant features of an image such as sharp image edges
and texture information while preventing artifacts. In addition, these proposed approaches
generate d high-quality image that is used in realistic applications with edges preservation
and noise suppression. The experimental results with synthetic data indicate that the
proposed approaches have enhanced efficiency visually and quantitatively compared to
other existing approaches.
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CHAPTER ONE

INTRODUCTION

1.1 RESEARCH BACKGROUND

Over the last two decades, the world has experienced an enormous advancement in software
and hardware technologies. Industrial sectors have made the best use of modern technology
to generate electronic devices such as computer systems, cellular mobile phones, personal
digital assistant (PDA), and innumerable devices at inexpensive costs (Yue et al., 2016).
Moreover, the manufacturing methods of camera sensors have been highly developed to
generate high-quality digital cameras. Many applications of computer vision such as
medical imaging, satellite imaging, pattern recognition, surveillance and forensic,
astronomical imaging, and target detection are still in urgent need of high-resolution (HR)
image which frequently exceeds the abilities of the HR digital cameras (Park, Park, &
Kang, 2003; Hou, Wang, & Wang, 2016).

In many real-life imaging systems, there are some artifacts such as blurring,
aliasing, and noise that affect the image resolution as shown in Figure 1.1 (M. Kumar &
Diwakar, 2016; Yue et al., 2016; Huangpeng et al., 2017). The blurring effects can appear
within the image during the shooting process based on some factors such as scene
movements, incorrect focusing, atmospheric confusion, and optical point spread function.
Accordingly, it is much easier to remove the blur effects from the image accurately, if the
shooting conditions at the time of getting the image are known. Also, noise can be caused
by a wide range of factors such as differences in detector sensitivity, visual defects, and
environmental changes. There is no relationship between the pixels and the noise because
the noise is not spatially connected to the image. Also, down-sampling is a result of an
inadequate spatial sampling that led to overlapping between high and low-frequency
components (Park et al., 2003; Begin & Ferrie, 2006; Macwan, Patel, Prajapati, & Chavda,
2014; Yue et al., 2016; Huangpeng et al., 2017). These distortions in images may affect the

resolution of imaging systems and produce low-resolution (LR) images in which the pixel



density within the image is small. Accordingly, LR images have a serious shortage of the
stored information, which influences the quality of human interpretation and automatic

machine perception.

Common Imaging System

! Blurred, Noisy,
Aliased LR Image

Optical

Distortion

Figure 1.1 The common image acquisition system (Macwan et al., 2014)

Optical resolution is certainly a method of measuring the capability of the camera
system or an element of the camera system utilized for explaining the image details.
Accordingly, there are two primary methods of raising the spatial image resolution: firstly,
the technical strategy method which is related to hardware solutions. Secondly, the
analytical strategy method which is associated with software solutions (Yue et al., 2016).
With respect to the technical strategy concept, it identifies either the improvement of the
registration device or the replacement with a higher resolution device. However, the use of
a highly qualified camera is often limited by its high price, large size, or sensor
manufacturing limitations (C. Kumar, 2011). Concerning the analytical strategy concept, it
is usually low-priced and more flexible in comparison to the hardware solutions. The class

of resolution improvement methods has been named super-resolution (SR) image



reconstruction (Park et al., 2003; Patanavijit, 2009; Protter, Elad, Takeda, & Milanfar,
2009; Yue et al., 2016).

On one hand, SR image reconstruction usually represents a great enhancing and
challenging method of digital imaging. The reason is that it attempts to rebuild HR images
by combining the partial information presented inside several LR images of a particular
scene through the image reconstruction process as shown in Figure 1.2 (Long et al., 2017).
On the other hand, SR incorporates up-sampling of LR images. Then, it eliminates
distortions such as noise and blurring. In comparison to different image improvement
techniques, SR not only increases the quality of LR images by improving their particular

spatial resolution but also tries to eliminate distortions (Park et al., 2003; Yue et al., 2016).
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Figure 1.2 The concept of multi-frame SR (Long et al., 2017)

This research intends to enhance the efficiency of multi-frame SR image
reconstruction in order to optimize both analysis and human interpretation processes by
improving the pictorial information and enhancing the automatic machine perception. As a
result, the main aim of this research work is to develop new SR image reconstruction

approaches capable of generating an HR image to be used in the real-life contemporary



applications. The proposed approaches are used to preserve the important image
characteristics as much as possible including borders and corners, preserve the sharp image
edges, and overcome artifacts. Furthermore, they increase the high-frequency components,
eliminate degradations in the image capturing systems, and achieve a good balance for edge

protection and noise reduction.

1.2 PROBLEM STATEMENT

In many visual applications, the HR image is generally required and preferred for producing
more detailed information inside the digital images, therefore, this leads to the
improvement of pictorial information for human analysis and interpretation and also for

automatic machine perception (Kohler et al., 2016; Huang et al., 2018).

Unfortunately, the real imaging systems may introduce several degradations or
artifacts in digital images. These distortions in images are caused due to a variety of reasons
such as blurring, aliasing, and noise, which may affect the resolution of imaging systems
and produce LR images. Accordingly, LR images have a serious shortage of the stored
information, which influences the quality of human interpretation and automatic machine
perception. The best utilization of image sensors and optical technologies to increase the
image pixel density is usually restrictive and overpriced. Therefore, the effective use of
image processing techniques for acquiring a high-resolution image generated from low-
resolution images is an inexpensive and powerful solution. As a result of these reasons,
many researchers develop various methods for producing a high-quality image based on
SR image reconstruction approaches (Laghrib, Ghazdali, Hakim, & Raghay, 2016; Nayak
& Patra, 2016; Shen, Peng, Yue, Yuan, & Zhang, 2016; Huang et al., 2018; Laghrib, Hadri,
Hakim, & Raghay, 2019). However, most of the SR approaches that have been developed
in the literature remain suffering from an imbalance between the edges preservation and
the noise suppression inside the reconstructed HR image (L. Wang, Lin, Deng, & An,
2017a; Hakim, Ghazdali, & Laghrib, 2020). In which, if the noise is completely eliminated

from the reconstructed HR image, this leads to smoothness in the edges. On the other side,



if the edges are preserved well in the reconstructed HR image, this leads to high image
noise (El Mourabit et al., 2017; Kiani & Drummond, 2017; Long et al., 2017; Mohan, 2017,
L. Wang et al., 2017a; Huang et al., 2018; Laghrib et al., 2019).

Thus, to resolve this issue, an efficient image reconstruction approach is needed to
protect image texture information while eliminating noise and improving the edges of the
estimated image from a series of corresponding LR images. The approach should take into
consideration increasing the high frequency components and eliminating the degradations
generated through the imaging systems, and achieving a good balance between preserving

the edges and suppressing the noise.

1.3 RESEARCH QUESTIONS

This section describes the research questions to be answered in this research work. The
research questions are as follows:

1.  What are the most crucial causes that affect the resolution of the images?

2.  What are the current SR approaches that are commonly used to construct the

HR image?

3.  Why are existing approaches inefficient to reconstruct the HR image?

4. How to treat LR images to be HR images?

5. How to verify the efficiency and the quality of the reconstructed HR image?

1.4 RESEARCH OBJECTIVES

The main aim of this research work is to develop a new SR image reconstruction approaches
capable of generating an HR image for the real-life contemporary applications. Therefore,
to achieve this aim, the following objectives are set:

1. To identify the main factors that affect the resolution of the images.



2. To investigate the various current well-known SR approaches which are
commonly and efficiently used for constructing the HR image.

3. To identify the main reasons for the ineffectiveness of existing approaches in
reconstructing the HR image.

4. To propose efficient SR approaches that are capable of treating the unexpected
artifacts, restoring the missing high frequency details, and achieving a
reasonable balance between preserving the edges and suppressing the noise in
the reconstructed HR image.

5. To evaluate the efficiency and the effectiveness of the proposed SR approaches
compared to other existing approaches taking into consideration the visual
efficiency and the peak signal to noise ratio (PSNR) and structural similarity

(SSIM) values quantitatively.

1.5 RESEARCH SIGNIFICANCE

As explained in the aforementioned section, the process of reconstructing HR images is one
of the hottest research areas in recent years in which a wide range of useful details are
acquired from images. SR approaches are used in different domains to analyze and extract
the essential information from the images (Yue et al., 2016). SR technologies are used in a
wide range of applications to achieve the HR image and maybe distinct in different
applications (Kohler et al., 2016; Hakim et al., 2020). The HR image is generally required
and preferred for producing more detailed information inside the digital images, therefore,
this leads to the improvement of pictorial information for human analysis and interpretation

and also for automatic machine perception.

SR images are widely used in a variety of applications and it can be highly
beneficial if multiple images with the same scene are simply produced. Many applications
of computer vision such as medical imaging, satellite imaging, pattern recognition,
surveillance and forensic, astronomical imaging, and target detection are still in urgent need

for HR images due to:



