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ABSTRACT

One of the objectives and aspirations of scientists and engineers ever since the
development of computers has been to interact naturally with machines. Hence
features of artificial intelligence (AI) like natural language processing and natural
language generation were developed. The field of AI that is thought to be expanding
the fastest is interactive conversational systems. Numerous businesses have created
various Virtual Personal Assistants (VPAs) using these technologies, including
Apple's Siri, Amazon's Alexa, and Google Assistant, among others. While an ongoing
effort to increase the friendliness and constancy of informal dialogue systems, most
research focuses solely on simulating human-like replies, leaving the features of
modeling interlocutors' awareness are unexplored. Meanwhile, cognitive science
research reveals that awareness is a crucial indicator of a high-quality informal
conversation. To precisely model understanding, Persona Perception (P2) Bot was
developed using a transmitter-receiver-based structure. P2 Bot leverages mutual
persona perception to improve the quality of customized dialogue generation. Even
though many chatbots have been introduced through the years to diagnose or treat
psychological disorders, we are yet to have a user-friendly chatbot available. This
research aims on improving the quality of conversation generation by implementing
the Generative Pre-trained Transformer-2 (GPT-2) model on P2 Bot. GPT-2 is a 1.5B
parameter transformer model which produces state-of-the-art accuracy in a zero-shot
setting on 7 out of 8 evaluated language modeling datasets. Observations on a large
open-source dataset, PERSONA-CHAT, show that the technique is successful, with
some improvement above state-of-the-art baselines in both automatic measures and
human assessments. The model has achieved 82.2% accuracy on Hits@1(%) in the
original data and 68.8% on the revised data. On the human evaluation, the model
scored an average of 2.66 meaning the provided responses were coherent and
informative. A smart generative cognitive behavioral therapy with spoken dialogue
systems support was then developed using the model, which was then implemented
using modern technologies in VPAs like voice recognition, Natural Language
Understanding (NLU), and text-to-speech. This system is a magnificent device to help
with voice-based systems because it can have therapeutic discussions with the users
utilizing text and vocal interactive user experience.
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البحثملخص

والمهندسينالباحثينأهدافأكبرأحدكانالكمبيوتر،أجهزةاختراعمنذ
الذكاءأدخللذلك،الإلكترونية.الآلاتمعطبيعيحوارإجراءهو

تهتمالتيالطبيعيةاللغةوتوليدالطبيعيةاللغةمعالجة(AI)الاصطناعي
الذكاءفينموًاالأسرعالمنطقةباعتبارهاالتفاعليةالمحادثةبأنظمة

أنواعلإنشاءالتقنياتهذهالشركاتمنالعديداستخدمتالاصطناعي.
Googleمثل(VPAs)الافتراضيينالشخصيينالمساعدينمنمختلفة

AssistantوAlexaمنAmazonوApple's Siri.بينماوغيرها
تركزالرسمي،غيرالحوارأنظمةوثباتمتعةلزيادةمستمرجهديبُذل
نماذجسماتتاركةًبالبشر،الشبيهةالردودمحاكاةعلىفقطالأبحاثمعظم
العلميالبحثيكشفذلك،اثناءفيمستكشفة.غيرالمحاورينوعي

الجودة.عاليةالرسميةغيرللمحادثاتحاسممؤشرالوعيأنالمعرفي
Personaروبوتتطويرتمبدقة،الفهملنمذجة (P2) Perception

P2يستفيدوالاستقبال.الإرسالجهازعلىقائمةبنيةباستخدام Botمن
علىالمخصص.الحوارإنشاءجودةلتحسينالمتبادلالشخصيالإدراك
السنينمرعلىتقديمهاتمقدالمحادثةروبوتاتمنالعديدأنمنالرغم

محادثةروبوتيوجدلاأنهإلا،علاجهاأوالنفسيةالاضطراباتلتشخيص
منالمحادثةتوليدجودةتحسينإلىالبحثهذايهدفالاستخدام.سهل
P2علىGPT-2نموذجتطبيقخلال Bot.نموذجGPT-2نموذجهو
7فيالصفرمنللتعلمالتقييمحسبمتطورةدقةينتج1.5Bمعاملمحول
مجموعةعلىالملاحظاتتظُهراللغة.لنمذجةبياناتمجموعة8أصلمن

ناجحة،التقنيةأنPERSONA-CHATالمصدرمفتوحةكبيرةبيانات
منكلفيالأساسيةللخطوططرازبأحدثمقارنةالتحسيناتبعضمع

بزيادة٪82.2دقةالنموذجحققالبشرية.والتقييماتالتلقائيةالمقاييس
التقييموفيالمنقحة.البياناتعلى٪68.8والأصليةالبياناتعن1%

كانتالمقدمةالردودأنيعنيمما2.66متوسطالنموذجسجلالبشري،
تقنياتباستخدامالنموذجتنفيذتمذلك،بعدبالمعلومات.وغنيةمتماسكة
الطبيعيةاللغةوفهمالصوتعلىالتعرفمثل،VPAsفيحديثة
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(NLU)السلوكمعالجةلتطويركلامإلىالنصتحويلخوارزميةو
النموذجلهذايمكنالمنطوقة.الحوارأنظمةيدعمالذيالذكيالإدراكي
للمحادثةمستخدمواجهةباستخدامالمستخدمينمععلاجيةمحادثاتإجراء
استجابةبأنظمةمدعوممميزاًعلاجياًنظامًايجعلهمماوالصوتية،النصية
تفاعلية.صوتية
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CHAPTER ONE

INTRODUCTION

1.1 OVERVIEW

In January 2020, the World Health Organization (WHO) estimated that more than 264

million people worldwide experience depression. Additionally, it stated that

depression is the main contributor to disability and might result in suicide. Following

the Coronavirus Disease 2019 (COVID-19) pandemic, WHO remarked in March 2022

that less than 2% of global health funds are allocated to mental health (Covid-19

pandemic triggers 25% increase in the prevalence of anxiety and depression

worldwide, 2022).

According to industry market research, surveys, and statistics published in

March 2016 and cited by the National Institute of Mental Health, more than a quarter

of Americans experience depression or anxiety yearly. According to a survey by the

Kaiser Family Foundation, approximately half of the American citizens are worried

about how the COVID-19 epidemic will affect their mental well-being (N. Panchal et

al., 2020). According to a 2017 survey of 273,203 Malaysian citizens, upwards of

6.7% had some degree of depressive episodes (Abas & Sukaimi, 2018). Nearly

500,000 Malaysians, according to the National Health and Morbidity Survey (NHMS

2019), are showing some symptoms of depression. In addition, 424,000 kids are

dealing with mental health concerns (Bernama, 2020). The two surveys also conclude

the upsurge in depression and mental health in Malaysia.

Currently, just 6% of 165,000 healthcare applications accessible in smartphone

application stores are focused on mental health issues (Carlo et al., 2019). As stated in
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Figure 1.1, number 3 of the sustainable development objectives of the United Nations

High Commissioner for Refugees (UNHCR), every human being has a right for good

health and well-being. In May 2018, the UNHCR issued an essay titled "Mental health

is a human right." The difficulty of carrying out everyday commitments, including

going to work or school, as well as one's and other people's obligations, is brought up.

While it is clear that "there cannot be health without mental health," according to Mr.

Dainius Pras, there is still not nearly as much focus and funding given to it as there is

to physical health anywhere in the world. The Office of the United Nations High

Commissioner for Human Rights (OHCHR) provided this report in May 2018. With

this research, we hope to help achieve a small portion of this goal worldwide.

Cognitive Behavioral Therapy (CBT) implements various cognitive and

behavioral interactions as a well-known and scientifically validated treatment

(Hofmann, Asmundson, & Beck, 2013). CBT's concept is based on the significance of

false ideas and mindsets, improper information processing, and unhelpful behavior as

the risk factors for depression (Butler et al., 2006). Cognitive-behavioral approaches
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are therefore presented and practiced during treatment sessions with classwork to

internalize the new behavior (Jurinec & Schienle, 2020). Because most of these

sessions are conversation based, the CBT approach is suitable for this research. While

keeping track of the patient's assignments and progress, the chatbot will record their

dialogues. The assignments and progress reports help them modify their views and

thinking through time. Figure 1.2 depicts the efficacy of CBT according to Kaur and

Whalley, 2020. This study compared CBT with more common treatment methods

such as medications or psychotherapy. As the figure presents, CBT shows better

responses compare to other treatments when it comes to disorders such as depression

and anxiety.

Spoken dialog systems are recently finding their way into all smart devices and

gadgets. It provided user-friendly, efficient, and human-like communication for the
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users. These technologies are implemented in education, government, business, and

entertainment industries. Nevertheless, they are yet to prove their benefits, particularly

in the mental health sector. In the world of Virtual Personal Assistants (VPAs), there

are different methods. Every company has its preferred method and implementation.

For example, Google Assistant uses Deep Neural Networks (DNN) that generally

focus on the main components of dialog systems (Këpuska & Bohouta, 2017). On the

other hand, Amazon is benefiting from Automatic Speech Recognition (ASR)

methods and Natural Language Understanding (NLU), as mentioned on their website.

It is expected that during a typical conversation, each participant takes a turn to

talk. The same is anticipated of a spoken dialog system, a natural and efficient

interaction. There are six main components in each spoken dialog system, as presented

in Figure 1.3.
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Generative conversational chatbots are designed to have a conversation with

users. Generative chatbots' most attractive and unique feature is that they improve

over time by obtaining past interactions. There are two approaches to designing

conversational models, rule-based and machine-based. Rule-based interactions are

based on predefined rules, while machine-based is learning and improving over time

by utilizing deep-learning techniques. Generative models fall in the machine-based

category. While improving based on the question and past interactions makes them

more innovative, it is also more prone to error. Training with larger datasets can help

improve their accuracy (Varghese & Pillai, 2018).

Following are some of the classifications of generative-based models.

● SEQ2SEQ model learning strategies are Intermittent Neural Networks,

DNN, and Convolutional Neural Networks (CNN) (Dahl, Sainath, &

Hinton, 2013), figure 1.4.
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● Long Short-Term Memory (LSTM) classifier uses feedback

connections and processes entire sequences of data (Sheikh, Tiwari, &

Singhal, 2019).

1.2 PROBLEM STATEMENT

Everyone has a right to posses good mental health. Without mental health, one cannot

be considered physically well. Good mental health helps deal with the stress of life,

affects physical health, and allows for building and maintaining strong human

relationships. It also has an impact on physical health. People with mental health

issues may make meaningful contributions to society and their local communities

while feeling content and happy. Nearly everyone encounters traumatic events,

abusive situations, family issues, hereditary issues, and lifestyle choices at some time

in their lives. That is why it is necessary to have access to psychological tools and

techniques to deal with these issues. The only significant therapeutic choices are

currently self-help groups, medical treatments, and psychotherapy.

Unfortunately, not everyone around the globe has access to or can afford to

attend a psychotherapy session at this time. Therefore, the number of professional

therapists is limited. Additionally, although therapists are taught to be objective and

fair, it is not easy for people to overcome their prejudices and preferences. Sometimes,

machines are much better from this perspective. Even though there are several

chatbots available, neither of them can have a vocal conversation with the patients and

mostly are quiz-like. This observation means they ask the user to select from the

available answers rather than share their opinions. These bots are also limited because

they do not consider the patient's history, making the conversation sound robotic and

repetitive. A meaningful vocal conversation with a generative chatbot that can
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