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ABSTRACT

Around View Monitoring (AVM) system uses multiple input cameras mounted on
different vehicle positions to display 360° bird-eye-view around the vehicle that is not
readily visible to the driver. The development of this system will reduce parking
accidents by monitoring its surroundings, detecting lanes, and identifying obstacles.
Even a short propel guidance can diminish the number of accidents, even minor ones.
This project proposes developing one ultra-wide-angle camera on the rear vehicle
integrated with the motion estimation (ME) algorithm to produce a parking bird-eye
view. This algorithm will not depend on other sensors such as GPS, odometer, and
steering. The AVM system must be fast enough to make the image as a bird's eye
view and make it as close as possible compared to the real world. The algorithm will
use information from ME to stitch image sequences captured from the front or rear of
vehicles. Hence, it will create a synthetic image around the vehicle for the AVM
system. With this solution, all kinds of vehicles will have AVM technology, even the
old vehicles. Before applying ME in the AVM algorithm, the images will undergo
pre-processing, which are dewarping, top-down view, and cropped. ME is needed to
calculate vectors that show the motion of the vehicle. The studies show that the ME
method that can be used for a homogeneous surface is indirect. From the indirect
method, there are optical flow and block matching. After the analysis, optical flow is
deemed unsuitable for a real-time ADAS system as it fails at least 25.5% of the time.
This statistic means, out of 100 frames, the algorithm will fail at least for 25 frames.
Usually, the real-time application is up to 30 frames per second. 25 frames are close to
one second, and an error of one second is unacceptable. On the other hand, for block
matching, the results for percentage fails are 6.76% and 18.24% for left and right
segments of the images. The ME methods result are analyzed, and the block matching
method fits the system with the highest accuracy and lowest processing time. Thus,
the new algorithm for the AVM system is based on the Block Matching method. This
project’s algorithm is on par with CCORR_NORMED with 14.86% and 18.98% fail
percentages for left and right segments, respectively. CCORR_NORMED processing
speed is 4.323ms, while this project’s ME is 4.655ms. PC platform produces 12.750
ms processing speed with 47 fps, 94.594 ms with 10 fps on Renesas, and 172.955 ms
with 5 fps on Telechips.
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CHAPTER ONE
INTRODUCTION

1.1 BACKGROUND OF THE STUDY

Transportation is one of the most critical aspects of human civilization. People will
use the transportation system every day, especially to work and during emergency
events. Therefore, it is essential to ensure the safety of the passengers and drivers
while they are using the transportation system. An advanced driver assistance system
(ADAS) is a new technology currently being studied and developed focusing on the
safety of drivers and passengers in the vehicle. An around view monitoring (AVM)
system is one of the features designed under the ADAS spectrum, as illustrated in
Figure 1.1. It is a system that can produce a top view of the vehicle's surrounding for
the driver’s view. At the same time, motion estimation (ME) is a technique that can be
used in AVM image processing. The development of AVM will undoubtedly

contribute to the increase of safety measures for road users using any transportation.



ADAS: THE CIRCLE OF SAFETY
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Figure 1.1 Overall features of ADAS (ADAS: Features of Advanced Driver
Assistance Systems, n.d.)

As shown in Figure 1.1, AVM is one of the ADAS features using a camera. It

is shown in light gray color and written as surround view. The commercial vehicle

usually uses four cameras positioned outside the car; center at the front, under both

side mirrors, and center at the rear, as indicated by red arrows in Figure 1.2. Some of

them also use ultrasonic sensors to detect objects surrounding the car. Figure 1.2 also

shows the example of the AVM final product.

Figure 1.2 Example of Around View Monitoring from BMW (What Are Car Surround
View Cameras, and Why Are They Better than They Need to Be? - ExtremeTech, n.d.)



Motion estimation (ME) is a process to find the same pixel size between
frames to determine the motion vector. Motion is the crucial source of information in
video sequences. Sequential frames may contain the same object, but the object is
either still at the same place or moved to a new location due to the object's moving in
the real world or camera motion. ME is primarily designed for video compression to
make the output more stable. According to (Pesquet-popescu et al., n.d.-a), ME is
essential for computer vision, image sequence analysis, and video communication.
Therefore, it needs to be accurate and efficient.

In the real world, motion can be complicated. It may be a combination of
rotation and translation, which will be challenging to estimate the motion, thus
requiring high processing. However, in sequential frames, the motion can only be
translated as the gap between frames is 0.1 seconds for ten frames per second (fps) or
0.033 seconds for 30 fps video. The interval between two frames is small so that
motion can be estimated and used effectively for further processing, such as motion
compensation.

According to (Pesquet-popescu et al., n.d.-b), there are several approaches for
ME. These approaches are optical flow, pel-recursive, transform-domain, block
matching, parametric ME, and multi-resolution methods. Among all these approaches,
block matching algorithms (BMA) have been used the most due to their efficiency and
simplicity, as claimed by (Baraskar et al., 2015). ME can be classified as shown in

Figure 1.3.
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Figure 1.3 Classification of Motion Estimation

1.2 PROBLEM STATEMENT

In 2019 alone, there are 567,516 traffic/road accidents, which put Malaysia in the top
rank of the road accident relative to its population (Portal Rasmi Kementerian
Pengangkutan Malaysia Kemalangan Dan Kematian Jalan Raya Di Malaysia, n.d.).
The accident rate has increased from 2010 to 2019, as shown in Figure 1.4. This
statistic includes all the fender benders maneuvering in narrow spaces and parking

spaces.
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Figure 1.4 Malaysia Road Accident 2010 — 2019 (Portal Rasmi Kementerian
Pengangkutan Malaysia Kemalangan Dan Kematian Jalan Raya di Malaysia, n.d.)

A technology called Around View Monitoring (AVM) is currently being
developed to assist drivers during parking and maneuvering in tight spaces to reduce
the number of casualties from accidents. AVM requires an accurate and efficient real-
time bird’s eye view with forward/backward trajectory lines. Current AVM uses
parameters information from the odometer, a global positioning system (GPS), and a
steering system to calculate the trajectory lines. Conventionally, there are two types of

AVM systems:

1. Four-channel AVM system (using four cameras)

2. One-channel AVM system (using one camera)

One-channel AVM system requires fusing with other systems such as the
odometer, the global positioning system (GPS), and the steering system to produce the
bird’s eye view. Each system has its flaws. The odometer and steering system cannot

detect a slippage, thus creating a crooked bird’s eye view. Moreover, GPS cannot be



used when the environment is cloudy and if the GPS is in a tall building. Another
problem for AVM system manufacturers is that manufacturers for the odometer, GPS,
and steering system are reluctant to have their systems being tampered with as it will
affect their safety. As the AVM system is dependent on other systems, thus failure in

any one of the systems may affect the validity and performance of the AVM output.

An after-market AVM system is sold in Malaysia using four cameras.
However, fixing an AVM system in a car is expensive. Currently, AVM systems are
built-in with the car. Not all vehicles are suitable to use the current AVM system.
Furthermore, not all vehicles are currently being sold with the AVM system, thus
limiting users' options.

Thus, developing a one-channel AVM system algorithm using ME will
significantly contribute to ADAS technology. Because the motion vector between
frames is small, ME will be suitable for capturing the motion. Therefore, it can stitch
two conservative frames as the difference was insignificant.

This new algorithm will not require information from other systems such as
odometer, GPS, and steering system. Thus, the algorithm will not depend on those

systems’ failures.

1.3 RESEARCH OBJECTIVES

The research aims to achieve the following objectives:
1. To develop a new algorithm for AVM system using a single camera during
parking.
2. Toimplement ME on the AVM system.
3. To evaluate the performance of the ME on the developed AVM system.

4. To validate and compare with other existing systems



1.4 RESEARCH METHODOLOGY

This project aims to use ME techniques on images to estimate the motion of ground

vehicles, especially on homogenous surfaces. The research methodology is as

described in Figure 1.5.
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Figure 1.5 Flowchart of research methodology



Based on the flowchart in Figure 1.5, this project's methodology starts with a
literature review on Around View Monitoring (AVM) and motion estimation (ME).
This step ensures that the project aligns with the current technology and fills the
research gap. This project also needs as much information as possible about the

industrial demand and their requirements.

The next begins by reproducing results using existing ME algorithms on new
videos to identify the best suitable method to achieve the objectives. The ME will be
direct or indirect methods, and the selection will be explained in chapter 2. After that,
we developed an algorithm for a one-channel AVM system using ME. This process
will be presented in the next sub-chapter. At the same time, new datasets were
collected to evaluate the performance of the developed algorithm when offline. There
are two conditions for the algorithm to be tested: offline and online. Offline testing
means the algorithm is tested on a video recorded, while online testing is tested in a

real-time environment.

The algorithm must be constantly tested and modified accordingly until the
algorithm is robust enough. Next, the algorithm will be tested in real-time. After the
algorithm is considered robust during an online test, it will be integrated with an
embedded system. The algorithm will require optimization until the embedded system

can run in real-time.

1.5 RESEARCH SCOPE

The research focuses mainly on:
I. Developing a one-channel AVM system algorithm using ME uses less

computing cost on the embedded system.





