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ABSTRACT

Recitation of the Quran is an essential activity for every Muslim to understand the
message from Allah to His servant. Al-Quran is written in the Arabic language, and it
IS important to recite it as it was written, based on what has been practiced by Prophet
Muhammad s.a.w. However, this task is a great challenge, especially for those of
non-Arab descent. The face-to-face traditional and prevalent method of teaching and
learning the Quran with Tajweed rules starts at early ages and is time-consuming as it
requires extensive practice sessions with a qualified teacher. The teacher can only see
the recitation or the pronunciation of the student by looking at the face correctly and
by listening, then making the corrections based on his experiences immediately. In
learning the Quran, knowing the unique articulation point (Makhraj) and special
characteristics (Sifaat) are the basic but essential things emphasised significantly.
Although the traditional method in Quranic teaching and learning is accepted
worldwide, particularly in Muslim populations, this demand for qualified teachers
may not be fulfilled in many places. This issue can be overcome with an efficient
learning platform to complement the existing conventional technique employing the
computer and technology. Previous literature shows no similar approach highlighting
the efficient Quranic learning system focusing on the basic Makhraj and Sifaat but
instead concentrating on the accuracy of the Quranic verses as a whole that leads to
the unsolvable problem of Tajweed. Therefore, this research embarks on developing
real-time Quranic teaching and learning interactive platform, known as Computer-
assisted pronunciation training (CAPT) systems, to serve as a complementary tool to
systematically help Muslims recite the Quran, as a significant solution for Tajweed
teaching and learning. The research was started with modelling the correct
pronunciation of each letter based on the speech acoustic recorded from the experts in
the Quran. Then the investigation of the combinations of the unique features of each
letter concerning Makhraj and Sifaat was conducted. For Sifaat features
representation, the results showed that the combinations of Mel-frequency cepstral
coefficients (MFCC), and perceptual linear prediction coefficients (PLP) were the best
for identifying the Sifaat of the Quranic letters. On the other hand, the combination of
Mel-frequency cepstral coefficients (MFCC) and the linear prediction cepstral
coefficients (LPCC) was the best way to identify the Makhraj of the Quranic
letters. The process was continued with the analysis of Sifaat then Makhraj, where
weighted k-nearest neighbours (KNN), medium Gaussian support vector machine
(SVM), and random under-sampling boosted trees (RUSBoosted) were selected for
different conditions. In this research, five classification models were developed to
evaluate five pairs of the Sifaat. Another four classification models were developed to
evaluate the main four Makhraj of the Quranic letters. Once the representation of the
letter was completed and ready, Matlab Application Designer was used to design and
build the real-time Quranic teaching and learning platform. It is very important for the
proposed system to successfully work in real-time as it should mimic the process of
the conventional Quranic teaching and learning where the learning happens in real-
time, with immediate feedback is given to the student for improvement. To ensure the
consistency of the system’s accuracy, two levels of evaluation were conducted. The
first one was to test each classifier alone with a new dataset, where the classifier



models have shown a good performance ranging from 70% to more than 90%. The
second evaluation was conducted on the real-time system developed, where the results
of the system were compared to the evaluation of human experts. The system’s
accuracy score was good, where the accuracy was about 88%. The system’s ability to
identify good pronunciation has also outperformed with 92%, and its ability to
categorise the wrong pronunciation as "incorrect "was good, where the accuracy was
about 76%. Therefore, the system developed has successfully represented the correct
pronunciation of all of the Quranic letters based on Makhraj and Sifaat on an
interactive computer-assisted pronunciation training, which will be a significant
platform as a complementary tool for conventional Tajweed teaching and learning.
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CHAPTER ONE

INTRODUCTION

1.1 RESEARCH BACKGROUND

The twentieth century witnessed considerable advancement in many domains of
technologies, where significant development of machine-based applications
contributed to many aspects of human life. This era shows severe machine intrusion
into people’s daily lives, making the machines smarter and the people more dependent
on them. Human-machine interaction is a result of progress in computer power and
abilities. This interaction can be as simple as pressing the buttons to a much complex
form as having a conversation with the machine. The term machine here means
computer or smartphone. Education is essential to humanity; people spend one-fourth
of their lives acquiring new knowledge and skills, which help them to compete and
succeed. Machines with the latest technologies are required nowadays as an
innovative platform for education and learning. It can be a way of distance learning
using websites or smart applications that can perform few tasks, and it helps
expediting the learning process.

Quran is the holy book for Muslims, and it has been sent and written in the
Arabic language as narrated in Surah Yusuf verse number 2 “Indeed, We have sent it
down as an Arabic Qur'an that you might understand.” The virtues of reading the
Quran are ten rewards for every recited letter. The people who used to recite the
Quran are the best, and last but not least Muslim position and rank in Jannah are

determined based on the amount of Quran memorized in his life. In fact, when



someone makes reading and understanding the Quran as a daily activity, it will
significantly help those who have passed away rest peacefully in their graves.

Recitation of the Quran with Tajweed is an essential task as a Muslim. It is
necessary to fulfill other worships, such as praying, fasting, and performing Hajj,
which occupy the use of Quranic reading knowledge. It is very much needed for a
Muslim to recite the Quran as close as how our Prophet Muhammad (s.a.w.) did. To
do it in such a way, learning Tajweed becomes necessary in Islam from an early age.
The word Tajweed means to improve or to make better. It is the rule and knowledge
that help people to recite the Holy Quran similar to what was recited by Prophet
Mohammed (s.a.w). Moreover, an important part of Tajweed is pronouncing the
letters from its correct articulations (Makhraj) and giving the letters their inherent
characteristics (Sifaat) and dues in conditional attributes. This requirement is
somehow challenging for non-Arab Muslims. Characteristics (Sifaat) of Quranic
letters help differentiate the letters that have the same articulations, where they are
divided into two groups: characteristics with opposites and characteristics without
opposites. The pronunciation of the Quranic letters from their correct articulation
points and their characteristics is not easy for people from non-Arab backgrounds,
where they need much effort to learn the correct way of pronouncing the Quranic
letters and therefore, should be helped.

Interestingly, most Muslims are non-native Arabic speakers and live in
societies where Arabic is not the official language, as only 20 % of Muslims are those
with Arabic mother tongue. Malay Muslims are distributed around Malaysia,
Indonesia, and the Philippines, representing 14% of the total Muslim population
worldwide (Anon 2018). Such statistics show another problem in addition to the

required time to the learning process, where teachers are unavailable in the non-Arab



