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Abstract 

Source code plagiarism represents an ongoing problem that threatens academic integrity 

and intellectual rights. Various research works on detection approaches have been 

proposed to overcome prolonged manual inspection as it requires laborious efforts and 

consumes time. These detection approaches can be categorised into four major domains; 

software engineering, knowledge discovery, shallow parsing and machine learning. 

Review of the literature revealed that most of the detection approaches had been 

evaluated based on the commonly referenced and established six-level classification of 

source code transformations known as the Faidhi and Robinson spectrum, except for 

the approaches in the machine learning domain. Thus, this research sought to fill the 

gap in the absence of a machine learning approach that uses embedding models to detect 

source code plagiarism and evaluated based on the six-level classification. The 

objectives of this research are threefold; to extract various embedding sequences as 

similarity features from source codes using embedding models, to train a Siamese 

network that learns similarity representations from source code embedding sequences, 

and to develop a deep learning framework that leverages embedding sequences and 

Siamese network to identify the most accurate detection based on the standard six-level 

classification of plagiarism activities defined by Faidhi and Robinson. A deep learning 

framework that utilised a Siamese network and embedding models is proposed to detect 

deliberate plagiarism in source codes. The proposed framework split source codes into 

character-based, word-based and token-based sequences to obtain embedding 

sequences through Word2Vec and fastText models. These embedding sequences were 

then used as inputs to the Siamese BLSTM network for learning similarity 

representations. The experimental results showed that the character-based embedding 

sequences with Word2Vec, Skip Gram and Negative Sampling (W2V-SGNS) approach 

and the token-based embedding sequences with FastText, Skip Gram and Hierarchical 

Softmax (FT-SGHS) approach outperformed the other approaches. The detection 

results were also found to be able to detect up to level five (i.e., semantic equivalents) 

of the standard classification. However, future experiments will require a larger dataset 

and fine-tuning of the Siamese network to reduce overfitting and to improve the 

generalisation of the trained models on plagiarism attacks. 
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 بحث خلاصة ال
Abstract in Arabic 

أنشأ  الفكرية.  والحقوق  الأكاديمية  للنزاهة  صارخاً  تهديداً  المصدرية  الشيفرات  في  الأدبية  السرقة  تشكل 
باحثون أوائل تصنيفاً من ستةِ مستوياتٍ لأنشطة السرقة الأدبية المتعمّدة في الشيفرات المصدرية والذي 

لقياس مستوى   موحداً  معياراً  من أصبح لاحقاً  العديد  اقترحت  المصدرية.  الشيفرات  الأدبية في  السرقة 
التحقق اليدوي  للكشف عن السرقة الأدبية في الشيفرات المصدرية للتغلب على  الأبحاث السابقة طرقاً 
الذي يتطلب جهوداً مضنية و وقتاً طويلاً. تنقسم هذه الأبحاث السابقة إلى طرق تعتمد على أربعة مجالاتٍ 

هي هندسة البرمجيات، أساليب المعرفة الاستكشافية، تقنيات معالجة اللغات الطبيعية الضحلة رئيسة والتي  
و تعلم الآلة. كشفت الأدبيات عن تقييم غالبية المناهج بناءً على التصنيف الموحد باستثناء مناهج مجال 

تعتمد على تعلم الآلة    تعلم الآلة. سعى هذا البحث إلى سد الفجوة البحثية المتمثلة في عدم وجود طريقة 
يهدف هذا   .لاكتشاف السرقة الأدبية في الشيفرات المصدرية والتي تقيمّ نتائجها بناءً على التصنيف الموحد 

المصدرية لاستخدامها كميزات تشابه و من ثم تدريب  للشيفرات  البحث الى الحصول على تضمينات 
ت المصدرية واخيرا لبناء إطار عمل يدمج التضمينات شبكة عصبونية سيامية لتعلم تمثيلات التشابه للشيفرا

في الشيفرات  لسرقة الأدبيةل  على التصنيف الموحد  مع الشبكة العصبونية السيامية للتحقق من النتائج بناء
ستخدم شبكة عصبونية سياميّة بااقترح هذا البحث إطار عمل مبني على تقنيات التعلم العميق    المصدرية. 

و نماذج تضمين اللغة في فضاء المتجهات لاكتشاف أنشطة السرقة الأدبية المتعمّدة في الشيفرات المصدرية. 
الم  للشيفرات  أشكال تجزئة  لعدةّ  تضمين  تسلسلات  على  المقترح  العمل  إطار  المتمثلة في تحصّل  صدرية 

التجزئة المبنية على الأحرف، التجزئة المبنية على الكلمات و التجزئة المبنية على الرموز المميّزة باستخدام 
التضمين التضمين كمدخلات  fastText. و Word2Vec نموذجيّ  بعد ذلك، استخدمت تسلسلات 

السيامية العصبونية  بين  BLSTM للشبكة  التشابه  تمثيلات  النتائج   لتعلم  أشارت  المصدرية.  الشيفرات 
التجربة المبنية على الرموز و  W2V- SGNS التجريبية إلى تفوق التجربة المبنية على الأحرف المستندة لمعماريةّ

على باقي تجارب إطار العمل. لاحقاً، تم تقييم هاتين التجربتين بناءً  FT-SGHS المميّزة المستندة لمعماريةّ
الموح  المعيار  المستوى على  المتعمدة حتى  الأدبية  السرقة  أنشطة  اكتشاف  التقييم  نتائج  أظهرت  د حيث 

الخامس من التصنيف. يوصي البحث بإجراء المزيد من التجارب البحثية المستقبلية لصقل و ضبط الشبكة 
للشيفرات  المتعمدة  الأدبية  السرقة  في  المختلفة  الأنشطة  اكتشاف  تعميم  و  تحسين  بهدف  السيامية 

   لمصدرية. ا
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1 

CHAPTER ONE 

INTRODUCTION 

1.1 INTRODUCTION 

This chapter introduces fundamental research statements that constitute a roadmap to 

the research thesis. These fundamental research statements cover the problem 

statement, the objectives of the research, the questions of the research, the purpose of 

the research and the significance of the research. In addition, this chapter addresses 

more statements such as essential research definitions to provide a holistic view of the 

later chapters.  

 

1.2 BACKGROUND  

The era of technological advancements inevitably witnesses massive and prevalent 

information exchange to facilitate sustainable human life (Okul, Aksu, & Aydin, 2019; 

Maltby, 2011). Nevertheless, the easily obtainable information everywhere had created 

an environment in which works or ideas of others can easily be copied and violated. 

These violations commonly refer to plagiarism which threatens intellectual rights and 

academic integrity (Agrawal & Sharma, 2017; Hourrane & Benlahmar, 2017; Joy, 

Cosma, Yau, & Sinclair, 2011). The word plagiarism is a derivative from the Latin word 

plagiarius, which means literary theft (Agrawal & Sharma, 2017). The plagiarist, who 

commit plagiarism, illegitimately claims their ownership of the plagiarised content and 

denies acknowledging the original owner (Sulistiani & Karnalim, 2018; Zhao, Xia, Fu, 

& Cui, 2015; Durić & Gašević, 2013). Therefore, plagiarism represents a challenging 

phenomenon to preserve authenticity. 
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Students of computing disciplines study programming courses to construct 

analytical and logical skills. A significant part of their assessment is based on individual 

assignments in which various problem-sets have to be solved to ensure that each student 

has a proper comprehension of the programming logic (Mišić, Protić, & Tomašević, 2017). 

Some students fail to fulfil the required assignments, so they turn to cheat to submit 

solutions (Huang, Song, & Fang, 2020). This form of cheating in the context of 

programming assignments is known as source code plagiarism. Source code plagiarism 

refers to partial or complete reuse of someone else’s source codes without acknowledging 

the source code’s original owner (Karnalim, Budi, Toba, & Joy, 2019; Karnalim, 2017; 

Cosma & Joy, 2008). However, Mišić, Protić and Tomašević (2017) as well as Mirza and 

Joy (2017) reported that source code plagiarism could either be accidental or deliberate. 

Accidental plagiarism activities are caused by coincidental reuse or the grey area of 

understanding plagiarism. On the contrary, intentional plagiarism represents actions with 

intended premeditation (Mišić, Protić, & Tomašević, 2017; Wilkinson, 2009).   

The deliberate plagiarism in source codes severely violates the principles of the 

Association of Computing Machinery (ACM). The ACM concerns ethical, reliable and 

safe computing practices. Their principles urge the students and the professionals to 

acknowledge others’ contributions, respect others’ privacy, maintain copyrights and 

avoid source code violations (The Association of Computing Machinery, 2018). 

Therefore, source code plagiarism represents explicit offences to the ACM principles.  

In response to the source code plagiarism threats, various research works 

proposed detection approaches for source code plagiarism (Agrawal & Sharma, 2017; 

Chong, 2013). These detection approaches scrutinise students’ submissions 

automatically as compared to the manual inspection that is a laborious and time-

consuming process. 
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Although the detection approaches are feasible through various techniques such 

as matching algorithms and data mining, recent machine learning achievements have 

motivated researchers to designate the use of machine learning algorithms in software 

engineering (J. Zhang et al., 2019). State-of-the-art machine learning practices for 

source code analysis are known as Programming Language Processing (PLP) (Mou, Li, 

Zhang, Wang, & Jin, 2016). PLP utilises a subdiscipline of machine learning known as 

deep learning to perform several source code analysis tasks such as similarity 

classification (Tufano et al., 2019). 

Deep learning leverages deep neural networks that consist of interconnected 

artificial neurons in stacked hidden layers that learn to transform data points into feature 

representations (Trask, 2019; Goodfellow, Bengio, & Courville, 2017). Deep learning 

has been achieving breakthroughs in many research fields such as Computer Vision 

(CV) and Natural Language Processing (NLP) (Miotto et al., 2017; Hordri, Samar, 

Yuhaniz, & Shamsuddin, 2017). NLP is a computer science field of research that utilises 

linguistics, Information Retrieval (IR), feature engineering and machine learning to 

empower machines to interpret textual data (Deng & Liu, 2018; Goldberg, 2017).  

Word embedding is one of the NLP applications that achieved revolutionary 

improvement to word analogy and similarity relationships in vector space (Trask, 2019). 

Word2Vec, Global Vectors for word representations (GloVe) and fastText are widely 

known word embedding models (Lane, Howard & Hapke, 2019). Word embedding 

models are linguistic computational models that represent words based on their 

correlations. Each vector is a representational form of a word in the n-dimensional space 

where close distance vectors indicate words of shared meanings (Allen & Hospedales, 

2019; Le, 2016). Word embedding models can predict the similarity relationships of 

words by learning the correlations of contiguous words for a given context. However, 
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these models alone are insufficient to find similarities in long-term dependencies (i.e. 

non-consecutive words).  

Long Short-Term Memory (LSTM) is a deep neural network that utilises a 

memory state to capture the semantics of long-term dependencies (Karpathy, Johnson 

& Fei-Fei, 2015). LSTM network consists of three gates: input gate, forget gate, and 

output gate that determine the important information to retain (Hochreiter & 

Schmidhuber, 1997).  The problem of similarity classification of documents combines 

the word embedding models and the LSTM network in which the embeddings constitute 

the input for the LSTM network to learn similarity features of documents. The pre-

trained embeddings which represent similarity representations for a context of short-

term dependencies are fed to the LSTM network to initialise the input for learning 

similarity representations for the long-term dependencies of documents.  

Standard neural network architecture learns feature representations from one 

input point at the same time. However, learning similarity representations for plagiarism 

detection require learning from two input point simultaneously.  Therefore, Mueller and 

Thyagarajan (2016) as well as Neculoiu, Versteegh, and Rotaru (2016) proposed 

Siamese LSTM networks as an architecture to learn sentence similarities. The Siamese 

network is a twin neural network that shares identical hyperparameters to learn 

similarity representations from two input points. 

 

1.3 STATEMENT OF THE PROBLEM 

Source code plagiarism is a severe ongoing problem in programming courses. Students 

of computing disciplines have been shown to have the tendency to commit such 

malpractice (Joy et al. 2012; Mišić, Protić & Tomašević, 2017; Pawelczak, 2018). 

Faidhi and Robinson (1987) conducted fundamental research on source code plagiarism 
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in which they established a six-level spectrum for source code plagiarism attacks. The 

six-level spectrum has become a standard classification for source code plagiarism 

activities. It classifies plagiarism activities into two different categories. The first 

category involves the lower three levels, which indicate lexical modifications to the 

original source code such as routine transformations. These lexical modifications barely 

require programming skill (Agrawal, Jain, & Uttam, 2020; Muddu, Asadullah & Bhat, 

2013; Bejarano, García, & Zurek, 2013). The second category involves the higher three 

levels, which indicate structural changes to the original source code. These structural 

modifications require prior knowledge and experience in programming (Maryono, 

Yuana, & Hatta, 2019; Durić & Gašević, 2013). The detection of source code plagiarism 

in the second category represents a challenging task due to the modifications of the 

source codes’ structural characteristics (Bandara & Wijayarathna, 2011; Maryono et al., 

2019). 

Various research works have proposed different plagiarism detection 

approaches in source codes. These approaches leverage four major domains: software 

engineering, knowledge discovery, shallow parsing NLP and machine learning. The 

literature revealed that all domains were mostly evaluated based on Faidhi and 

Robinson’s spectrum (1987) except for the machine learning domain. Hence, none of 

the existing machine learning approaches has been evaluated based on the spectrum. 

The machine learning approaches however achieved more accurate detection results in 

comparison with other domains as well as against well-known detection engines such 

as JPlag and MOSS engines (Heres 2017; Yasaswi Katta 2018; Yasaswi Katta, Purini, 

& Jawahar 2017). Therefore, the current research gap is the absence of a machine 

learning approach to detect source code plagiarism based on Faidhi and Robinson’s 

spectrum (1987).  
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This research aims to bridge the gap by establishing a framework based on deep 

learning techniques to detect source code plagiarism based on Faidhi and Robinson’s 

spectrum (1987). The research uses a Siamese neural network as the base model for the 

framework and explores applying different configurations of embedding models to 

various forms of source code sequences to obtain source code embedding sequences to 

be fed as inputs to the base model. Each input represents an experiment for the base 

model to conduct to determine which embedding sequence produces the most accurate 

detection results based on Faidhi and Robinson’s spectrum (1987). 

 

1.4 RESEARCH OBJECTIVES 

This research proposes to train various forms of source code sequences using two 

embedding models and feed the pre-trained embedding sequences as inputs to a Siamese 

network to detect plagiarism. Thus, the objectives are threefold: 

RO1 To extract various embedding sequences as similarity features from source 

codes using embedding models 

RO2  To train a Siamese network that learns similarity representations from source 

code embedding sequences. 

RO3 To develop a deep learning framework that leverages embedding sequences and 

Siamese network to identify the most accurate detection based on the standard 

six-level classification of plagiarism activities defined by Faidhi and Robinson.  

 

1.5 RESEARCH QUESTIONS 

The questions reflect the research objectives; thus, this research aims to answer the 

following questions: 


