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ABSTRACT

Speech Emotion Recognition (SER) is the task of recognising the emotional aspects of
speech irrespective of the semantic contents. Recognising these human speech emotions
have gained much importance in recent years in order to improve both the naturalness
and efficiency of Human-Machine Interactions (HCI). Deep Learning techniques have
proved to be best suited for emotion recognition over traditional techniques because of
their advantages like fast and scalable, all-purpose parameter fitting and infinitely
flexible function. Nevertheless, there is no common consensus on how to measure or
categorise emotions as they are subjective. The crucial aspect of SER system is selecting
the speech emotion corpora (database), recognition of various features inherited in
speech and a flexible model for the classification of those features. Therefore, this
research proposes a different architecture of Deep Learning technique - Convolution
Neural Networks (CNNs) known as Deep Stride Convolutional Neural Network
(DSCNN) using the plain nets strategy to learn discriminative features and then classify
them. The main objective is to formulate an optimum model by taking a smaller number
of convolutional layers and eliminate the pooling-layers to increase computational
stability. This elimination tends to increase the accuracy and decrease the computational
time of speech emotion recognition (SER) system. Instead of pooling layers, notable
strides have been used for the necessary dimension reduction. CNN and DSCNN are
trained on three databases; a German database Berlin Emotional Database (Emo-DB),
an English database Surrey Audio-Visual Expressed Emotion (SAVEE) and Indian
Institute of Technology Kharagpur Simulated Emotion Hindi Speech Corpus (I TKGP-
SEHSC), a Hindi database. The speech signals of three databases are converted to clean
spectrograms by applying STFT on them after preprocessing. For the evaluation
process, four emotions angry, happy, neutral, and sad have been considered. Besides,
F1 scores have been calculated for all the considered emotions of all databases.
Evaluation results show that the proposed architecture of both CNN and DSCNN
outperform the-state-of-art models in terms of validation accuracy. The proposed
architecture of CNN improves the accuracy of absolute 6.37%, 9.72% and 5.22% for
EmoDB, SAVEE database and IITKGP-SEHSC database respectively. In comparison,
as DSCNN architecture improves the performance by absolute 6.37%, 10.72% and
7.22% for EmoDB, SAVEE database and IITKGP-SEHSC database respectively
compared to the best existing models. Furthermore, the proposed DSCNN architecture
performs better for the three examining databases than proposed CNN architecture in
terms of computational time. The computational time difference is found to be 60
seconds, 58 seconds and 56 seconds for EmoDB, SAVEE database and ITKGP-
SEHSC respectively on 300 epochs. This study has set new benchmarks for all the three
databases for upcoming work, which proves the effectiveness and significance of the
proposed SER techniques. Future work is warranted to examine the capability of CNN
and DSCNN for the voice-based identification of gender and image/video-based
emotion recognition.
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CHAPTER ONE

INTRODUCTION

1.1. BACKGROUND OF STUDY

As humans, we tend to refer to speech to be the foremost natural manner to convey
ourselves. We rely so much on it that we have the propensity to acknowledge its
significance when alternative ways of communication like text messages or emails
should be utilised. It is nothing unexpected that emoticons have acquired rudimentary
in instant messages because these instant messages could be misjudged, and we might
want to pass the emotion alongside the content as we do in speech. Both paralinguistic,
as well as linguistic information, are contained in the data-rich signal, i.e., speech.
Classical Automatic Speech Recognition (ASR) system studied less about some of the
essential paralinguistic information which is passed on by speech like gender,
personality, emotion, aim and state of mind (Li et al., 2016). The human mind utilises
all phonetic and paralinguistic data to comprehend the hidden importance of the
utterances and has efficacious correspondence (Hook et al., 2019). The superiority of
communication gets badly affected if there is any meagreness in the cognisance of
paralinguistic features. There have been some arguments regarding children who cannot
comprehend the emotional conditions of the speaker evolve substandard social skills.
In certain instances, they manifest psychopathological manifestations (Chatterjee et al.,
2015). This accentuates the significance of perceiving the emotional conditions of

speech ineffective communication. Therefore, creating coherent and human-like



communication machines that comprehend paralinguistic data, for example, emotion is

essential (Schuller, 2018).

Emotion recognition has been the subject of exploration for quite a long time.
The fundamental structure of research in emotion recognition was formed from the
detection of emotions from facial expressions (Smith & Rossit, 2018). Emotion
recognition from speech signal has been studied to a great extent during recent times.
In the Human-Computer Interaction (HCI), emotions play an essential role (Min Chen
et al., 2017). Recently, Speech Emotion Recognition (SER) system has become one of
the essential key elements in HCI as it aims to examine the emotional states of human
beings through the speech signals. Speech Emotion Recognition is still a very
challenging task for which how to extract practical, emotional features is an open
question.

SER system is described as the ensemble of the techniques which processes the
speech signals and simultaneously detect the emotions present in them by the
classification process A SER system requires a classifier, a supervised learning
construct, which is programmed in a way to recognise any emotions in new speech
signals. A system like that which is supervised for all activities introduces the need for
labelled data that has emotions embedded in it. However, before any processing can be
done on the data to extract the features, it needs pre-processing. For this reason, the
sampling rate across all the databases should be consistent. Further, all audio utterances
can be converted into spectrograms (Prasomphan, 2015). The variation of energy at
different frequencies across time is displayed as an image known as the spectrogram.
The classification process essentially requires features. They help in the reduction of

raw data into the most critical characteristics only. Finally, whether it suffices to use



acoustic features for modelling emotions or if it is necessary to combine them with other
types of features such as linguistic, discourse information, or facial features.

The performance of classifiers can be said to depend mainly on the techniques
of feature extraction and also those features that are considered salient for a specific
emotion (Yala et al., 2017). If additional features can be incorporated from other
modalities such as linguistic or visual, it can strengthen the classifiers. However, this
depends upon the significance and accessibility. These features are then allowed to pass
to the classification system which has a wide range of classifiers at its disposal. From
amongst the numerous machine learning algorithms, all have been examined to classify
emotions according to their acoustic correlation in speech utterances. Hidden Markov
models (HMM), Gaussian mixture models (GMM), Nearest Neighbourhood classifiers,
linear discriminant classifiers, Artificial Neural Networks (ANN) and Support Vector
Machines (SVM) are some examples that have been widely used to classify emotions
based on their acoustic features of interest (Khalil et al., 2019). The feature extraction
techniques used by these classifiers is the determining factor for the performance of
these classifiers. Till date, numerous acoustic features and classifiers have been put
through experimentation to test their credibility, but the accuracy still needs to be
improved. More recently, classifiers that incorporate deep learning have become
standard such as Deep Neural Network (DNN), Deep Belief Network (DBM), Recurrent
Neural Network (RNN) and Long Short- Term Memory (LSTM) and Convolution
Neural Network (CNN).

Now, talking about advantages, this is a known fact that deep learning methods
for SER have several advantages over traditional methods, which includes their
capability to detect the complex structure and features without the need for manual

feature extraction and tuning; tendency toward extraction of low-level features from the



given raw data, and ability to deal with un-labelled data. Taking inspiration from the
success of deep learning methods, this research has formulated different network
architecture of Convolution Neural Networks (CNN) with 3 convolutional layers and
Deep Stride Convolution Neural Networks (DSCNN) with 6 convolution layers with
different filter size and kernels in order to increase the computational stability. The
detailed description of the methodology is explained in the subsequent section. Two
experiments are carried out, one using Convolutional Neural Networks and the other
using Deep Stride Convolutional Neural Networks. Both are trained on the
spectrograms generated from the Berlin Emotional Database (EMO-DB), Surrey
Audio-Visual Expressed Emotion (SAVEE) and Indian Institute of Technology

Kharagpur Simulated Emotion Hindi Speech Corpus (IITKGP-SEHSC).

1.2. PROBLEM STATEMENT

When considering SER, the most distinctive role that it plays is in the domain of man-
machine interactions, which can be best described by any computer tutorial application,
wherein the emotions of the user determine the kind of response the system is going to
provide. The functioning of SER Systems is based on extracting features from a speech
which thereby help in predicting emotions. Nevertheless, the system does not remain
unencountered by various difficulties faced by researchers that include the selection of
appropriate speech features, the robustness of speaking styles, speaking rates and the
way emotions are expressed in different cultures and environments. Problems of other
sorts may include extraction of discriminative, robust, and silent features from speech.
Some level of feat has been achieved in the field though, using state-of-art feature
extraction methods like Mel frequency cepstral coefficients (MFCC), Linear Predictive

cepstral coefficients (LPCC), and Teager Energy Operator (TEO). However, there



remains a load of uncertainty on the accuracy of the results. This, in turn, makes the
results far from applicable in real practice. There have been advances in Deep Learning
methods to provide better emotion recognition. This research, which stands inspired by
the success of Deep Learning methods, uses Convolution Neural Networks (CNN)
architecture to extract silent discriminative features from spectrograms and reducing the
computational complexity of the presented SER model. Different aspects of the feature
extraction, content representation and classification are analysed and discussed in the

context of SER.

1.3. RESEARCH OBJECTIVES

The main objective of this study is to learn high-level features from Spectrograms
generated from the speech signals, then implementing to the deep learning methods
Convolution Neural Networks (CNNs) and Deep Stride Convolutional Neural Networks

(DSCNN) for the extraction and classification of features.

Other objectives are:

1. To formulate efficient spectrograms to represent speech signals from three
different databases: Berlin Emotional Database (EMO-DB), Surrey Audio-
Visual Expressed Emotion (SAVEE) and Indian Institute of Technology
Kharagpur Simulated Emotion Hindi Speech Corpus (I TKGP-SEHSC).

2. To formulate an optimum model architecture of Convolutional Neural Networks
(CNN) and Deep Stride Convolution Neural Network (DSCNN) and training

parameters for Speech Emotion Recognition (SER) setup.



3. To analyse performance measure in terms validation and training accuraries,
time, confusion matrix and F1 score with respect to various configurations of
epochs and iterations.

4. To evaluate and benchmark the existing state of the art SER algorithms in terms

of computational efficiency and accuracy.

1.4. RESEARCH SCOPE

Speech, which is essentially a signal is information-rich that contains paralinguistic as
well as linguistic information. Considering in-depth the paralinguistic information, the
“emotion”, which is conveyed in part by those speech developing machines which
might well be capable of understanding such paralinguistic information. To exemplify,
consider the fact that emotions facilitate human-machine communication by making the
communication more natural and thus more precise. Now, this research intends to
thoroughly investigate the efficacy of Convolution Neural Networks (CNN) in
recognition of speech emotions by developing an optimum model architecture of CNN-
a Deep Stride Convolutional Neural Network (DSCNN) using the plain nets strategy to
learn discriminative features from the spectrogram. The input features of the network
are taken in the form of clean spectrograms of speech signals. The databases under
consideration are three types, Berlin Emotional Database (EMO-DB), Surrey Audio-
Visual Expressed Emotion (SAVEE) and Indian Institute of Technology Kharagpur
Simulated Emotion Hindi Speech Corpus (IITKGP-SEHSC). This work aspires to
realise the potential of spectrograms as well as establishing their suitability in other
speech and acoustic recognition tasks. The inclination of this research is towards the

reduction of complexity in the computations of the proposed SER framework.



1.5. METHODOLOGY

The proposed framework endeavours to use a discriminative Convolutional Neural
Networks (CNNs) for feature learning schemes using spectrograms produced from
speech signals. The proposed architecture of Deep Stride Convolutional Neural
Networks (DSCNN) has input layers, convolutional layers, and fully connected layers
followed by a SoftMax classifier. Both the models are trained on three different
databases Berlin Emotional Database (EMO-DB), Surrey Audio-Visual Expressed
Emotion (SAVEE) and Indian Institute of Technology Kharagpur Simulated Emotion
Hindi Speech Corpus (IITKGP-SEHSC). As already mentioned, spectrograms are put
into use; they tend to hold rich information. Also, extraction and application of such
information when the transformation of the audio speech signal to text or phonemes
takes place is highly unlikely. This capability lets the spectrogram improve speech
recognition emotion. Therefore, the main idea is to study high-level discriminative
features from speech signals making the use of CNN and DSCNN architecture highly

imperative. The primary strategy is depicted in Figure 1.1.



: N M !
| atase ‘
‘ D‘“;hu Audio Pre-processing Spectrogram I
| EmoDB/ SAVEE/ ITKGP ‘
: J ) !

CNN/DSCNN Data preparation
Training (Training and Validation data)

g ™) g ) |
Training Model b, Validation / Testing Recognized Emotion |
o J . _J |

Figure 1.1 Proposed Algorithm using Spectrograms, Convolutional Neural Networks
and Deep Stride Convolutional Neural Networks.

The above figure shows the proposed overall system diagram. The initial step is
to prepare the dataset and get it sorted in terms of emotions. Three different datasets,
EmoDB, SAVEE and IITKGP, are utilised for this task. The audio files are read in a
loop. The audio preprocessing block reads the audio file, removes noise if any performs
audio normalisation and echo cancellation. The spectrogram module extracts the Short-
Time Fourier Transform (STFT) of the audio signal and plots the spectrogram image.
All the images are saved in the image (.jpg,.png) format and .mat format so that the code
can read it and perform testing and validation. This concludes the preprocessing. Next
step is to divide the dataset into Training and validation/testing. In this module, the data
is divided into a ratio of about 68.75% for training and 31.25% for Validation.

Next stage is the training stage where CNN/DSCNN configuration is built like
its layer’s configuration, pooling, connected layers and its training configurations. Then
the data is trained, which gives training and validation accuracy. Using the trained

module, the emotions in the testing set are classified further; confusion matrix,



precision, recall and F1 scores are calculated and displayed to measure the overall

accuracy of the developed system.

1.6 THESIS ORGANIZATION

The rest of the report is organised as follows. Chapter 2 is the literature review and
discusses the main parameters and research conducted related to Speech Emotion
Recognition and various Deep Learning techniques. Chapter 3 is the design and
implementation of the research. The results and discussion are elaborated in Chapter 4,
featuring the network optimisation. Finally, the conclusion and future work are given in

Chapter 5.



CHAPTER TWO

LITERATURE REVIEW

2.1. SPEECH EMOTION RECOGNITION SYSTEM

In the area of speech processing, one of the most arduous tasks for the researchers still
IS speech emotion recognition. The emotional speech recognition is of most interest
while studying human-computer recognition. It implies that the system must bear the
capability of understanding the emotions of the user, which will define the actions of
the system accordingly. Various tasks such as speech to text conversion, feature
extraction, feature selection and classification of those features to identify the emotions
must be performed by a well-developed framework that includes all these modules (EI
Avyadi etal., 2011). The task of classification of features is yet another challenging work,
and it involves the training of various emotional models to perform the classification
appropriately.

Now comes the second aspect of emotional speech recognition; database used
for training models. It involves a challenging task of selecting only the features which
happen to be salient to depict the emotions accurately. On merging all the above
modules in the desired way provides us with an application that can recognise a user’s
emotions and further provide it as an input to the system to respond appropriately. At
the point when we take a superior view, it may be isolated into a few fields as depicted
in Figure 2.1. The enhancement of the classification process can be attributed to a better

understanding of emotions.
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