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ABSTRACT

Diabetic Retinopathy (DR) is one of the diseases that infect people who suffer from
diabetes. This chronic disease harms the patient retina and is considered one of the
main causes of total blindness for people in the mid-age. Diagnosis of this disease is
time-consuming and not accessible in some countries where the number of patients is
very big comparing to the number of ophthalmologists. Therefore, designing and
developing automated systems to grade DR is considered one of the recent research
areas in the world of medical image applications. In this research, a complete pipeline
for retinal fundus images processing and analysis was described, implemented and
evaluated. This pipeline has three main stages: (i) image pre-processing, (ii) features
extraction and (iii) classification. In the first stage, the image was pre-processed using
different transformations techniques. In the second stage, the convolution neural
network algorithm (CNN) was used. The concept of transfer learning and fine-tuning
were advocated in this research. ResNet, DenseNet, and SqueezeNet were fine-tuned
in order to implement the features extraction stage. For the classifier in the last stage,
decision tree-based algorithms with the concept of ensemble learning were used where
Random Forest, XGBoost and LightGBM were implemented and evaluated. Kaggle
diabetic retinopathy dataset, a publicly available dataset, of retinal fundus image was
used for training and testing. The problem of DR diagnosis was handled as a multi-
class classification problem where there are five levels of the disease severity (0 — No
DR, 1 — Mild, 2 — Moderate, 3 — Severe, 4 — Proliferative DR). The final model
developed in this research used ResNet101 and DenseNet169 for features extraction,
and it used the XGBoost for classification. It produced a very accurate performance
with a quadratic weighted kappa score of 91.4% and an accuracy of 96.5%. This
research proves that using CNN as a features-extractor algorithm is highly efficient
since it produced representative features for the used images dataset. It shows that
using the imbalanced dataset sampler is a very efficient solution to handle the issue of
the imbalanced dataset. Also, it proves that ensemble learning algorithms are very
promising algorithms to be used since they produced a very accurate model. The final
model developed in this research could be used as the main unit for a computer-aided
system (CAD) to be hosted online for DR diagnosis.
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CHAPTER ONE

INTRODUCTION
Y, Y OVERVIEW

Diabetes is a chronic disease causing the sugar (glucose) level in the blood to arrive at
dangerously high levels. Glucose is vital to the body because it is an important source
of energy for the cells that make up muscles and tissues. Meanwhile, insulin, a
hormone that comes from the pancreas, is secreted into the bloodstream to burn the
sugar in order to lower it in the blood. Insufficient production of insulin or an inability
of the body to correctly use insulin causes diabetes. Mainly there are two types of this
disease (insulin-dependent and non-insulin-dependent diabetes, or juvenile-onset and
adult-onset diabetes respectively).

The number of people diagnosed to have diabetes increases over the last years.
According to the International Diabetes Federation (IDF), Atlas 7% edition in 2015
more than 415 million people worldwide are affected by diabetes. Also, according to
IDF Western Pacific (WP) Atlas 8th Edition in 2017, there are approximately 158.8
million adults in the age range 20-79 years were living with diabetes in the IDF WP
region, representing 9.5% of the population. More than 54% of the cases are without
diagnosis. Approximately two-thirds of the cases of adults with diabetes in the WP
region live in urban areas. In Atlas 9™ edition 2019, it is reported that 463 million
adults are currently living with diabetes. In Malaysia, there were over 3.492.600 cases
of diabetes in 2017, and the number increases according to the official website of

IDF.

‘https://idf.org/our-network/regions-members/western-pacific/members/108-malaysia.html



Over time, diabetes could cause eye diseases which eventually lead to
blindness. One of these diseases is Diabetic Retinopathy (DR), also known as diabetic
eye disease. DR is considered the main cause of blindness in the mid-age. Early
diagnosis and detection of DR help provide the required treatment which could
prevent or at least delay blindness. Most guidelines advise to do annual screening for
no DR or mild DR and repeat screening in 6 months for moderate DR. Screening for
DR is a very important step to detect the effects of DR since DR most often has no
early warning signs. In order to do screening, retinal fundus photography is conducted
using special cameras. After that, a specialist ophthalmologist will diagnose the image
and report the case.

In order to automate the process of DR detection, researchers have found that
artificial intelligence (Al) is a very promising direction especially after the successful
applications of Artificial Neural Networks (ANN) in different domains such as (Faust,
Acharya U., Ng, Ng, & Suri, 2012) and (Litjens et al., 2017). Nowadays, the computer
vision field is one of the main research fields benefiting from the great abilities of a
special type of ANN which is known as Convolutional Neural Network (CNN). CNN
is a class of deep feedforward ANN mainly used in analyzing images contents. The
strength of CNN is its two main components where one component is for feature
extraction, and the other one is for pattern recognition. These two components are
trained together in order to achieve the required task, which means, there is no need
for human intervention in order to choose and design features for recognition. Usually
features extraction process is considered one of the hardest tasks in traditional
machine learning projects and researches.

Due to the fact that the first part of CNN is responsible for features extraction,

and usually, the low-level features between images are common, such as edges and



textures, a pre-trained model for a different problem can be used to solve another
problem by taking the first part of the CNN and retraining the classification part which
will save time and require less computational resources. This is known as Transfer
Learning. The performance of the system could be enhanced if transfer learning has
been applied on multiple pre-trained CNNs, and the final output is generated
according to the decisions of all these CNNs using Ensemble Learning algorithms.
Harnessing the efficiency of ensemble learning algorithms and time-saving transfer
learning concept with the existence of many huge pre-trained and ready to use CNNs

will lead eventually to build a highly accurate and efficient system.

V, Y DIABETIC RETINOPATHY

Diabetic Retinopathy is a disease infecting the retina of people who have diabetes.
The retina is the layer at the back of the eye which mainly contains nerves. This part is
responsible for capturing the image and sending this image back to the brain. DR is a
dangerous disease that could lead in the worst case to the total blindness. DR disease
evolves through time and mainly has two stages. In the first stage, which is called
non-proliferative diabetic retinopathy (NPDR), the small blood vessels in the retina
will be weaker and could cause tiny bulges called micro-aneurysms. Usually, these
bulges appear a few years after the beginning of diabetes. After a while, these micro-
aneurysms start to burst which causes small blood spots, known as hemorrhages, on
the retina. Also, damaged blood vessels due to diabetes start leak fluid and protein on

the retina; this is known as exudates (Gulshan et al., 2016) as shown in Figure 1.1.
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Figure 1. 1 NPDR Signs on the retina (Rakhlin, 2017)

In the second stage, which is called proliferative diabetic retinopathy (PDR),
new abnormal weak blood vessels start to form and appear at the back of the eye due
to reduced blood flow to the retina. These blood vessels burst and bleed. In the cases
when bleeding happens for the first time, it will not be severe where it will leave some
blood spots on the patient's visual field. These spots disappear after a few hours.
However, if the disease is not treated, the bleeding could happen again after a few
days or weeks with bigger blood spots which could blur the vision. In severe bleeding
cases, the patient will be able to discriminate between dark and light areas only, and
the spots need longer periods to disappear reaching to months or years in some
cases(Gulshan et al., 2016).

Specialists classify the severity into four categories (1 - Mild DR, 2 - Moderate
DR, 3 - Severe DR, 4 - Proliferative DR) (Pratt, Coenen, Broadbent, Harding, &
Zheng, 2016) as shown in Figurel.2. Understanding the retinal fundus images is not

an easy task, and it requires a specialist to check these images manually to check if



there are any strange spots or signs of DR which makes the processing time
consuming even for well-trained doctors. With this hard to be detected, quick to
evolve, and slow to be diagnosed with a disease, the need for an automated system to

detect this disease cannot be underestimated.

(a) No DR (b) Mild DR

(d) Severe DR (e) Proliferative DR

Figure 1. 2 DR Severity categories (Pratt et al., 2016)

\,YPROBLEM STATEMENT

A regular diabetic retinopathy examination requires skilled and trained
ophthalmologists to do the diagnosis from a retinal fundus image manually. This
manual diagnosis puts a heavy workload on the ophthalmologists in which the process
is time-consuming and requires focusing(Gargeya & Leng, 2017). When the number
of cases to be diagnosed is small, this is not a problem. However, for a disease like
diabetes, the number of patients is huge and is increasing daily. What worsens the
problem is that this diagnosis should be done multiple times throughout the patient's
lifetime(Gulshan et al., 2016). The problem becomes more complicated in countries
that lack skilled ophthalmologists (Raman et al., 2019). Many researchers have
acknowledged that most diabetes patients could be saved from DR through an early
diagnosis (Raman et al., 2019). Therefore, building a computer-automated system to

do the required diagnosis at an early stage is very important and necessary. Such a



system will be very helpful, saves time, and mitigates the workloads of
ophthalmologists.

Currently, most of the automated systems have been implemented using
traditional machine learning algorithms which could succeed for one dataset but fail
for another due to limitations of hand-crafted features (Bhatia, Arora, & Tomar, 2017)
and (Asha & Karpagavalli, 2015), or been implemented using shallow convolution
neural network due to lack of computational resources (Pratt et al., 2016). Although
systems that have been implemented with the concept of transfer learning have
achieved the most promising results (Wang, Fan, Reddy, & Wang, 2018), very few
researches have been done on deep convolution neural networks using this concept.
Also, there are a lot of huge pre-trained models, but very few models have appeared in
the literature and there is no focus on this direction for DR detection. Still, those
researches have handled the problem as a binary classification problem (healthy -
unhealthy) (Hemanth, Deperlioglu, & Kose, 2019) whereas DR has two main stages
and four levels of severity. Thus, DR detection by its nature is a multi-class
classification problem. Although there are some researches have considered the
problem as a multi-class classification problem, the problem of imbalanced dataset,
which is a very common problem in deep learning medical applications, has not been
handled (Pratt et al., 2016). Hence, this research is about an automated model
focusing on solving the problem of DR detection and grading as a multi-class
classification problem by combining the knowledge from multiple modern pre-trained

models using ensemble learning algorithms for early diagnosis.



V¢ RESEARCH OBJECTIVES

The main target of this research is to design and develop an ensemble transfer

learning-based deep convolutional neural networks model for diabetic retinopathy

detection and grading. Consequently, an efficient and accurate Computer-Aided

Diagnosis (CAD) system for DR detection will be developed.

The specific objectives of the study are:

Y-

To propose the optimum image pre-processing techniques for the retinal
fundus images.

To identify the best pre-trained models for features extraction by applying
transfer learning and fine-tuning on multiple pre-trained models.

To develop and validated a new ensemble learning-based model
considering the problem of imbalanced dataset to classify retinal fundus

images into five levels of severity.

\,*RESEARCH METHODOLOGY

In this research, a model for DR detection and grading was designed and developed.

In order to achieve this target, the research went through successive related steps.

Y-

Y-

First of all, a literature review of recent researches in the area was
conducted. Also, a theoretical knowledge base about the dataset and the
currently pre-trained models was built.

In the second step, the dataset was downloaded, organized and pre-
processed according to the research target.

Next, using the pre-processed dataset, transfer learning and fine-tuning
were applied on multiple pre-trained models to investigate the best models

(Transfer learning part).



¢~ A new model that combines the knowledge from the best models was
designed, and implemented (Ensemble learning part).

°-  After implementing the final model, the full model was evaluated and
compared with benchmarks in order to validate the performance of the
model.

1~ Thesis writing was conducted through the research lifetime

The flowchart in Figure 1.3 summarized the proposed methodology.

\,"RESEARCH SCOPE

In this research, the problem of DR detection and grading was tackled as a multi-class
classification problem. The problem was solved by designing and developing a new
ensemble learning-based model using multiple pre-trained convolutional neural
networks for feature extraction. Fine-tuning of CNNs or transfer learning was applied
according to the resultant performance. Three pertained models were evaluated and
tested in the scope of this research. These models were ResNet, DenseNet and
SqueezeNet. The model works directly on coloured retinal fundus images. Therefore,
anything related to segmentation algorithms is out of the scope of this research. Also,
in order to train and test the model, the publicly available Kaggle dataset was used.
Using datasets that do not contain images of the five grades of diabetic retinopathy is
out the scope of this research. For the process of deep learning models training, Tesla
K80 GPU of 12 GB RAM has been used. Any other equivalent or better GPU could
be used. Therefore, hyper-parameters values were tuned taking into account the

available memory size.



