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ABSTRACT

At the current time, finding an alternative computing device with extreme computation
power became the main concern of the research community. Therefore, building a
computer device able to execute extremely difficult calculations in a short time is
required. Presently, massively parallel computer (MPC) systems considered the highest
computing devices, and the existence of these systems is important to execute many
operations in many sectors such as engineering and science. These systems built based
on an internal network called interconnection network which has a particular design
represented by the network topology. The performance of these networks affected
widely by the network topology. Besides, the cost of these networks influenced by the
price of the processing elements (PEs) and the communication links. Thus, the design
of the interconnection network topology has a crucial impact on the network cost and
performance. Many topologies of interconnection networks have been presented to be
used as basic modules in building MPC systems. However, the earlier topologies
showed a lack of performance in case of increasing the size of the interconnection
network. As a result, hierarchical interconnection networks (HINS) proposed to replace
these networks. Currently, many HINs introduced to enhance the performance of MPC
systems, however, we still lack a good one. In this research, a hierarchical
interconnection network proposed as a basic module (BM) to build a complete parallel
computer system. This topology is a completely connected network composed of six
nodes and called shifted completely connected network (SCCN), also, it connected
hierarchically to produce higher-levels leading to a complete system network. A two-
dimensional system with multiple levels is built based on SCCN. The two-dimensional
levels which composing this system are network-on-chip level, board-level, cabinet-
level, and system-level. The static network performance parameters of these levels
evaluated by computer simulators and the obtained results compared to multiple
conventional and hierarchical interconnection networks. Moreover, in this research, we
presented a three-dimensional design of SCCN based on the proposed topology.
Therefore, a three-dimensional network-on-chip (3D-NoC) presented to build higher
levels of 3D-SCCN. The static network performance parameters of 3D-NoC level and
the higher levels assessed by computer simulators. Furthermore, the obtained results
compared to other conventional and hierarchical interconnection networks. The purpose
of the comparison is to prove the strength of the proposed topology which showed
promising results in many aspects.
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CHAPTER ONE
INTRODUCTION

1.1 BACKGROUND OF THE STUDY

At the current time, technological advancements arose in various areas such as Artificial
intelligence, Machine learning, big data, Internet of Things (loT), autonomous robots
and vehicles. Therefore, the need for super-fast systems to compute massive amounts
of data in a short time increased. As a result, Massively Parallel Computer (MPC)
Systems emerged to deal with the high demand of technology and to solve complicated
problems in parallel by dividing the problem into parts and distribute them between
thousands of CPUs and combine their results to produce an optimal and fast solution.
The importance of these systems elevated because it provides power to collect,
organize, and analyze big amounts of data to improve the modern life of humankind.
For instance, these systems used to develop new sources of energy, improve healthcare
by developing new medicines, predict and mitigate disasters, forecast weather, and
many beneficial uses (Awal et al., 2014; Rahman et al., 2012) Using a single CPU core
to build a computer system, make it difficult on this system to cope with the high
demand of signaling technology. Moreover, sequential computers reached maximum
limits to overcome many current computing problems (Sarkar, 1993; Al Faisal et al.,
2016; Rahman et al., 2011). Therefore, finding an alternative solution was the priority
of the research community to fulfil the new technology requirements by creating MPC
systems with multiprocessor cores to replace the sequential ones. These systems

considered as the high-level computer systems and used to model many difficult



problems in many areas including engineering and science (Barney, 2010). Improve the
performance and reduce the cost of MPC systems is the priority of the research work.
Therefore, many designs of MPC systems presented looking for an ideal one (Awal et
al., 2014; Rahman et al., 2012).

The underlying interconnection network is a backbone of MPC system; these
networks responsible for interconnecting the processing elements (PEs) inside the
system, and it has a vital role in either improving or degrading the cost and the
performance of these systems. The cost depends on the price of network devices and
wires. Therefore, many research works focus on improving the performance of these
networks by presenting different topologies to arrange and manage the connection
between the PEs inside the system (Kim et al., 2008). The performance of these
topologies evaluates based on a group of static and dynamic performance parameters to
test and compare them to other topologies to find an optimal topology to be used in
designing MPC systems, thus, many topologies have been proposed for this purpose.
(Alietal., 2016). Expanding the interconnection network size by increasing the number
of computing nodes is the most important factor in strengthening the computing power
of the system to overcome the increasing demand for computational power. The early
structures of interconnection network topologies showed poor performance with the
increase of the network size. Therefore, to cope with this problem, hierarchical
interconnection networks (HINSs) have been proposed to be an alternative solution to
replace the conventional networks in building MPC systems. These networks proved
their capability in increasing computing nodes number in the system to millions of
nodes. Furthermore, it is an affordable way to be used in building MPC systems, and it

proved proficiency in reducing power consumption. Th Therefore, a diversity of



hypercube based on hierarchical interconnection networks (HINSs) proposed. However,
expanding the size of these networks by adding more nodes caused large numbers of
physical links and make it excessively large. To avoid this problem, numerous k-ary n-
cube networks based on HINs presented such as 3D-Mesh, 3D-torus, TESH, and Cube
Connected Cycles networks, however, the throughput of these networks is still very low
(Al Faisal et al., 2016; Rahman et al., 2010; Rahman et al., 2009).

The rapid improvements of Very-Large-Scale-Integration (VLSI) design created
a suitable environment to place a complete system in a single chip. Network-on-Chip
(NoC) is an interconnection network used to connect many cores inside one chip
presented as a single silicon chip to employ the communication structures of large-scale
to very-large-scale integration systems (Rahman et al., 2009; Ali et al. 2016). Besides,
it used to improve the communication between processors and memories inside the chip
by replacing the buses and ad-hock wiring solutions of a single-core chip (Kim et al.,
2005). NOC is predicted to have a promising future in improving the performance and
the architecture of the future of MPC systems (Amano, 2013). The benefits of using
NoC in designing large-scale systems reduce system wires complexity, control power,
and provide a reliable system. The design of NoC allows the messages to flow from a
source node to a destination node through numerous links that involve routing decisions
at switches. Also, NoC handles synchronization issues better than the other designs.
Furthermore, it provides higher operating frequencies and provides easier verification
of problems due to the good design of these networks (Anagnostopoulos et al., 2009;
Miura et al., 2013; Ali et el., 2016). The performance of NoC is affected by the design
of the network topology which in turn affects the performance and the cost of MPC

systems. Besides, the correct choice of routing protocol is important in decreasing the



network latency and congestion (Anagnostopoulos et al., 2009). Besides, the
significance of hierarchical interconnection networks (HINS) is in maintaining the
system performance with a high number of nodes due to its role in providing a cost-
effective network. All these reasons motivated this research to propose a new topology
of a hierarchical interconnection network to be as a basic module (BM) to build future
generations of MPC systems. In this thesis, we will propose an architecture of a
hierarchical interconnection network (HIN); this network is a completely connected
network presented to enhance the performance of MPC systems. Shifted completely
connected network (SCCN) is a new design of a proposed topology for Network-on-

Chip (NoC) which will interconnect hierarchically to create a complete MPC system.

1.2 STATEMENT OF THE PROBLEM

The Increase of computing power and network bandwidth due to the advancements in
signaling technology have motivated the researchers to find an alternative solution with
special characteristics able to model complex problems in many areas (Kim et al., 2008
Development of sequential computer systems exhausted their capacity (Al Faisal et al.,
2016). Therefore, to exploit the huge computing power, and yield benefits of parallelism
in solving problems, supercomputers with a high number of nodes became a necessity
to support technology developments of in many areas. Many problems need to be solved
to build an optimum computing system. Thereby, the motivation for this research are
the following problems:

1) Expand the interconnection network with thousands or millions of nodes is an

infeasible with conventional interconnection networks, due to large diameter



